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## PROBLEMS

## 1. WHOLE RATIONAL EXPRESSIONS

The problems presented in this section are mainly on the identity transformations of whole rational expressions. These are the elementary operations we have to use here: addition, multiplication, division and subtraction of monomials and polynomials, as well as raising them to various powers and resolving them into factors. As regards trigonometric problems, we take as known the definition of trigoncmetric functions, principal relationships between these functions, all tha properties connected with their periodicity, and all corollaries of the addition theorem.

Attention should be drawn only to the formulas which enable us to transform a product of trigonometric functions into a sum or a difference of these functions. Namely:

$$
\begin{aligned}
& \cos A \cos B=-\frac{1}{2}[\cos (A+B)+\cos (A-B)] \\
& \sin A \cos B=\frac{1}{2}[\sin (A+B)+\sin (A-B)] \\
& \sin A \sin B=\frac{1}{2}[\cos (A-B)-\cos (A+B)] .
\end{aligned}
$$

1. Prove the identity

$$
\left(a^{2}+b^{2}\right)\left(x^{2}+y^{2}\right)=(a x-b y)^{2}+(b x+a y)^{2}
$$

2. Show that

$$
\begin{aligned}
& \left(a^{2}+b^{2}+c^{2}+d^{2}\right)\left(x^{2}+y^{2}+z^{2}+t^{2}\right)= \\
& \quad=(a x-b y-c z-d t)^{2}+(b x+a y-d z+c t)^{2}+ \\
& \quad+(c x+d y+a z-b t)^{2}+(d x-c y+b z+a t)^{2}
\end{aligned}
$$

3. Prove that from the equalities

$$
\begin{aligned}
& a x-b y-c z-d t=0, \quad b x+a y-d z+c t=0 \\
& c x+d y+a z-b t=0, \quad d x-c y+b z+a t=0
\end{aligned}
$$

follows either $a=b=c=d=0$, or $x=y=z=t=0$.
4. Show that the following identity takes place

$$
\begin{aligned}
& \left(a^{2}+b^{2}+c^{2}\right)\left(x^{2}+y^{2}+z^{2}\right)-(a x+b y+c z)^{2}= \\
& \quad=(b x-a y)^{2}+(c y-b z)^{2}+(a z-c x)^{2} .
\end{aligned}
$$

5. Show that the preceding identity can be generalized in the following way

$$
\begin{aligned}
& \left(a_{1}^{2}+a_{2}^{2}+\ldots+a_{n}^{2}\right)\left(b_{1}^{2}+b_{2}^{2}+\ldots+b_{n}^{2}\right)= \\
& =\left(a_{1} b_{1}+a_{2} b_{2}+\ldots+a_{n} b_{n}\right)^{2}+\left(a_{1} b_{2}-a_{2} b_{1}\right)^{2}+ \\
& \quad+\left(a_{1} b_{3}-a_{3} b_{1}\right)^{2}+\ldots+\left(a_{n-1} b_{n}-a_{n} b_{n-1}\right)^{2} .
\end{aligned}
$$

6. Let

$$
\begin{aligned}
n\left(a^{2}+b^{2}+c^{2}+\ldots+l^{2}\right) & = \\
& =(a+b+c+\ldots+l)^{2}
\end{aligned}
$$

where $n$ is the number of the quantities $a, b, c, \ldots, l$. Prove that then

$$
a=b=c=\ldots=l
$$

7. Prove that from the equalities

$$
a_{1}^{2}+a_{2}^{2}+\ldots+a_{n}^{2}=1, \quad b_{1}^{2}+b_{2}^{2}+\ldots+b_{n}^{2}=1
$$

follows

$$
-1 \leqslant a_{1} b_{1}+a_{2} b_{2}+\ldots+a_{n} b_{n} \leqslant+1
$$

8. Prove that from the equality

$$
\begin{aligned}
(y-z)^{2} & +(z-x)^{2}+(x-y)^{2}= \\
& =(y+z-2 x)^{2}+(z+x-2 y)^{2}+(x+y-2 z)^{2}
\end{aligned}
$$

follows

$$
x=y=z
$$

9. Prove the following identities

$$
\begin{aligned}
& \left(a^{2}-b^{2}\right)^{2}+(2 a b)^{2}=\left(a^{2}+b^{2}\right)^{2} \\
& \quad\left(6 a^{2}-4 a b+4 b^{2}\right)^{3}=\left(3 a^{2}+5 a b-5 b^{2}\right)^{3}+ \\
& \quad+\left(4 a^{2}-4 a b+6 b^{2}\right)^{3}+\left(5 a^{2}-5 a b-3 b^{2}\right)^{3}
\end{aligned}
$$

10. Show that

$$
\left(p^{2}-q^{2}\right)^{4}+\left(2 p q+q^{2}\right)^{4}+\left(2 p q+p^{2}\right)^{4}=2\left(p^{2}+p q+q^{2}\right)^{4}
$$

11. Prove the identity

$$
X^{2}+X Y+Y^{2}=Z^{3}
$$

if

$$
\begin{gathered}
X=q^{3}+3 p q^{2}-p^{3}, \quad Y=-3 p q(p+q), \\
Z=p^{2}+p q+q^{3} .
\end{gathered}
$$

12. Prove that
$(3 a+3 b)^{k}+(2 a+4 b)^{k}+a^{k}+b^{k}=$

$$
=(3 a+4 b)^{k}+(a+3 b)^{k}+(2 a+b)^{k}
$$

at $k=1,2,3$.
13. $1^{\circ}$ Show that if $x+y+z=0$, then
$(i x-k y)^{n}+(i y-k z)^{n}+(i z-k x)^{n}=$ $=(i y-k x)^{n}+(i z-k y)^{n}+(i x-k z)^{n}$
at $n=0,1,2,4$.
$2^{\circ}$ Prove that

$$
\begin{aligned}
x^{n} & +(x+3)^{n}+(x+5)^{n}+(x+6)^{n}+(x+9)^{n}+ \\
& +(x+10)^{n}+(x+12)^{n}+(x+15)^{n}= \\
& =(x+1)^{n}+(x+2)^{n}+(x+4)^{n}+(x+7)^{n}+ \\
& +(x+8)^{n}+(x+11)^{n}+(x+13)^{n}+(x+14)^{n}
\end{aligned}
$$

at $n=0,1,2,3$.
14. Prove the identities

$$
\begin{aligned}
& 1^{\circ}(a+b+c+d)^{2}+(a+b-c-d)^{2}+ \\
& \quad+(a+c-b-d)^{2}+(a+d-b-c)^{2}= \\
& \quad=4\left(a^{2}+b^{2}+c^{2}+d^{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& 2^{\circ}\left(a^{2}-b^{2}+c^{2}-d^{2}\right)^{2}+2(a b-b c+d c+a d)^{2}= \\
& \quad=\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{2}-2(a b-a d+b c+d c)^{2}
\end{aligned}
$$

$$
3^{\circ}\left(a^{2}-c^{2}+2 b d\right)^{2}+\left(d^{2}-b^{2}+2 a c\right)^{2}=
$$

$$
=\left(a^{2}-b^{2}+c^{2}-d^{2}\right)^{2}+2(a b-b c+d c+a d)^{2}
$$

15. Prove the identity

$$
\begin{aligned}
& (a+b+c)^{4}+(b+c-a)^{4}+(c+a-b)^{4}+ \\
& +(a+b-c)^{4}=4\left(a^{4}+b^{4}+c^{4}\right)+ \\
& +24\left(b^{2} c^{2}+c^{2} a^{2}+a^{2} b^{2}\right)
\end{aligned}
$$

16. Let $s=a+b+c$.

Prove that

$$
\begin{aligned}
& s(s-2 b)(s-2 c)+s(s-2 c)(s-2 a)+ \\
& \quad+s(s-2 a)(s-2 b)=(s-2 a)(s-2 b)(s-2 c)-8 a b c .
\end{aligned}
$$

17. Prove that if $a+b+c=2 s$, then

$$
\begin{aligned}
& a(s-a)^{2}+b(s-b)^{2}+c(s-c)^{2}+2(s-a) \times \\
& \times(s-b)(s-c)=a b c .
\end{aligned}
$$

18. Put

$$
2 s=a+b+c ; \quad 2 \sigma^{2}=a^{2}+b^{2}+c^{2}
$$

Show that

$$
\begin{aligned}
& \left(\sigma^{2}-a^{2}\right)\left(\sigma^{2}-b^{2}\right)+\left(\sigma^{2}-b^{2}\right)\left(\sigma^{2}-c^{2}\right)+ \\
& \quad+\left(\sigma^{2}-c^{2}\right)\left(\sigma^{2}-a^{2}\right)=4 s(s-a)(s-b)(s-c)
\end{aligned}
$$

19. Factor the following expression

$$
(x+y+z)^{3}-x^{3}-y^{3}-z^{3}
$$

20. Factor the following expression

$$
x^{3}+y^{3}+z^{3}-3 x y z
$$

21. Simplify the expression

$$
\begin{aligned}
&(a+b+c)^{3}-(a+b-c)^{3}-(b+c-a)^{3}- \\
&-(c+a-b)^{3} .
\end{aligned}
$$

22. Factor the following expression

$$
(b-c)^{3}+(c-a)^{3}+(a-b)^{3}
$$

23. Show that if $a+b+c=0$, then

$$
a^{3}+b^{3}+c^{3}=3 a b c
$$

24. Prove that if $a+b+c=0$, then

$$
\left(a^{2}+b^{2}+c^{2}\right)^{2}=2\left(a^{4}+b^{4}+c^{4}\right)
$$

25. Show that

$$
\begin{aligned}
{\left[(a-b)^{2}+(b-c)^{2}\right.} & \left.+(c-a)^{2}\right]^{2}= \\
& =2\left[(a-b)^{4}+(b-c)^{4}+(c-a)^{4}\right]
\end{aligned}
$$

26. Let $a+b+c=0$, prove that
$1^{\circ} 2\left(a^{5}+b^{5}+c^{5}\right)=5 a b c\left(a^{2}+b^{2}+c^{2}\right)$;
$2^{\circ} 5\left(a^{3}+b^{3}+c^{3}\right)\left(a^{2}+b^{2}+c^{2}\right)=6\left(a^{5}+b^{5}+c^{5}\right) ;$
$3^{\circ} 10\left(a^{7}+b^{7}+c^{7}\right)=7\left(a^{2}+b^{2}+c^{2}\right)\left(a^{5}+b^{5}+c^{5}\right)$.
27. Given $2 n$ numbers: $a_{1}, a_{2}, \ldots, a_{n} ; b_{1}, b_{2}, \ldots, b_{n}$. Put

$$
b_{1}+b_{2}+\ldots+b_{n}=s_{n} .
$$

Prove that
$a_{1} b_{1}+a_{2} b_{2}+\ldots+a_{n} b_{n}=\left(a_{1}-a_{2}\right) s_{1}+\left(a_{2}-a_{3}\right) s_{2}+$

$$
+\ldots+\left(a_{n-1}-a_{n}\right) s_{n-1}+a_{n} s_{n} .
$$

28. Put

$$
a_{1}+a_{2}+\ldots+a_{n}=\frac{n}{2} s
$$

Prove that

$$
\begin{aligned}
\left(s-a_{1}\right)^{2}+\left(s-a_{2}\right)^{2}+\ldots+\left(s-a_{n}\right)^{2} & = \\
& =a_{1}^{2}+a_{2}^{2}+\ldots+a_{n}^{2}
\end{aligned}
$$

29. Given a trinomial $A x^{2}+2 B x y+C y^{2}$. Put

$$
x=\alpha x^{\prime}+\beta y^{\prime}, \quad y=\gamma x^{\prime}+\delta y^{\prime} .
$$

Then the given trinomial becomes

$$
A^{\prime} x^{2}+2 B^{\prime} x^{\prime} y^{\prime}+C^{\prime} y^{\prime 2}
$$

Prove that

$$
B^{\prime 2}-A^{\prime} C^{\prime}=\left(B^{2}-A C\right)(\alpha \delta-\beta \gamma)^{2}
$$

30. Let

$$
p_{i}+q_{i}=1 \quad(i=1,2, \ldots, n)
$$

and

$$
p=\frac{p_{1}+p_{2}+\ldots+p_{n}}{n}, \quad q=\frac{q_{1}+q_{2}+\ldots+q_{n}}{n} .
$$

Prove that

$$
\begin{aligned}
p_{1} q_{1}+p_{2} q_{2}+\ldots+p_{n} q_{n}=n p q & -\left(p_{1}-p\right)^{2}- \\
& -\left(p_{2}-p\right)^{2}-\ldots-\left(p_{n}-p\right)^{2}
\end{aligned}
$$

31. Prove that

$$
\begin{aligned}
\frac{1}{1} \cdot \frac{1}{2 n-1}+\frac{1}{3} \cdot \frac{1}{2 n-3} & +\ldots+\frac{1}{2 n-1} \cdot \frac{1}{1}= \\
& =\frac{1}{n}\left(1+\frac{1}{3}+\frac{1}{5}+\ldots+\frac{1}{2 n-1}\right) .
\end{aligned}
$$

32. Let $s_{n}=1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{n}$.

Show that

$$
\begin{aligned}
1^{\circ} \quad s_{n} & =n-\left(\frac{1}{2}+\frac{2}{3}+\ldots+\frac{n-1}{n}\right) \\
2^{\circ} n s_{n} & =n+\left(\frac{n-1}{1}+\frac{n-2}{2}+\ldots+\frac{2}{n-2}+\frac{1}{n-1}\right) .
\end{aligned}
$$

33. Prove the identity

$$
\begin{aligned}
1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\ldots+\frac{1}{2 n-1}-\frac{1}{2 n}=\frac{1}{n+1}+\frac{1}{n+2} & +\ldots+ \\
& +\frac{1}{2 n}
\end{aligned}
$$

34. Prove

$$
\begin{aligned}
\left(1+\frac{1}{\alpha-1}\right) & \left(1-\frac{1}{2 \alpha-1}\right)\left(1+\frac{1}{3 \alpha-1}\right) \times \ldots \times \\
& \times\left(1+\frac{1}{(2 n-1) \alpha-1}\right)\left(1-\frac{1}{2 n \alpha-1}\right)= \\
= & \frac{(n+1) \alpha}{(n+1) \alpha-1} \cdot \frac{(n+2) \alpha}{(n+2) \alpha-1} \cdots \frac{(n+n) \alpha}{(n+n) \alpha-1} .
\end{aligned}
$$

35. Let $[\alpha]$ denote the whole number nearest to $\alpha$ which is less than or equal to it. Thus, $[\alpha] \leqslant \alpha<[\alpha]+1$.

Prove that there exists the identity

$$
[x]+\left[x+\frac{1}{n}\right]+\left[x+\frac{2}{n}\right]+\ldots+\left[x+\frac{n-1}{n}\right]=[n x] .
$$

36. Prove that

$$
\cos (a+b) \cos (a-b)=\cos ^{2} a-\sin ^{2} b
$$

37. Show that

$$
\begin{aligned}
(\cos a+\cos b)^{2}+(\sin a+\sin b)^{2} & =4 \cos ^{2} \frac{a-b}{2} \\
(\cos a-\cos b)^{2}+(\sin a-\sin b)^{2} & =4 \sin ^{2} \frac{a-b}{2}
\end{aligned}
$$

38. Given
$(1+\sin a)(1+\sin b)(1+\sin c)=\cos a \cos b \cos c$.
Simplify

$$
(1-\sin a)(1-\sin b)(1-\sin c)
$$

39. Given

$$
\begin{aligned}
(1+\cos \alpha)(1+\cos \beta) & (1+\cos \gamma)= \\
& =(1-\cos \alpha)(1-\cos \beta)(1-\cos \gamma)
\end{aligned}
$$

Show that one of the values of each member of this equality is

$$
\sin \alpha \sin \beta \sin \gamma
$$

40. Show that
$\cos (\alpha+\beta) \sin (\alpha-\beta)+\cos (\beta+\gamma) \sin (\beta-\gamma)+$
$+\cos (\gamma+\delta) \sin (\gamma-\delta)+\cos (\delta+\alpha) \sin (\delta-\alpha)=0$.
41. Prove that

$$
\begin{aligned}
& \sin (a+b) \sin (a-b) \sin (c+d) \sin (c-d)+ \\
& \quad+\sin (c+b) \sin (c-b) \sin (d+a) \sin (d-a)+ \\
& \quad+\sin (d+b) \sin (d-b) \sin (a+c) \sin (a-c)=0
\end{aligned}
$$

42. Check the identities:

$$
\begin{aligned}
& 1^{\circ} \cos (\beta+\gamma-\alpha)+\cos (\gamma+\alpha-\beta)+ \\
& +\cos (\alpha+\beta-\gamma)+\cos (\alpha+\beta+\gamma)=4 \cos \alpha \cos \beta \cos \gamma \\
& 2^{\circ} \sin (\alpha+\beta+\gamma)+\sin (\beta+\gamma-\alpha)+\sin (\gamma+\alpha-\beta)- \\
& \quad-\sin (\alpha+\beta-\gamma)=4 \cos \alpha \cos \beta \sin \gamma .
\end{aligned}
$$

43. Reduce the following expression to a form convenient for taking logarithms

$$
\begin{aligned}
\sin \left(A+\frac{B}{4}\right) & +\sin \left(B+\frac{C}{4}\right)+\sin \left(C+\frac{A}{4}\right)+ \\
& +\cos \left(A+\frac{B}{4}\right)+\cos \left(B+\frac{C}{4}\right)+\cos \left(C+\frac{A}{4}\right)
\end{aligned}
$$

if $A+B+C=\pi$.
44. Reduce the following expression to a form convenient for taking logarithms

$$
\sin \frac{A}{4}+\sin \frac{B}{4}+\sin \frac{C}{4}+\cos \frac{A}{4}+\cos \frac{B}{4}+\cos \frac{C}{4}
$$

if $A+B+C=\pi$.
45. Simplify the product

$$
\cos a \cos 2 a \cos 4 a \ldots \cos 2^{n-1} a
$$

46. Show that
$\cos \frac{\pi}{15} \cos \frac{2 \pi}{15} \cos \frac{3 \pi}{15} \cos \frac{4 \pi}{15} \cos \frac{5 \pi}{15} \cos \frac{6 \pi}{15} \cos \frac{7 \pi}{15}=\left(\frac{1}{2}\right)^{7}$.
47. Given $\sin B=\frac{1}{5} \sin (2 A+B)$.

Prove that

$$
\tan (A+B)=\frac{3}{2} \tan A
$$

48. Let $A$ and $B$ be acute positive angles satisfying the equalities

$$
\begin{aligned}
& 3 \sin ^{2} A+2 \sin ^{2} B=1, \\
& 3 \sin 2 A-2 \sin 2 B=0 .
\end{aligned}
$$

Prove that $A+2 B=\frac{\pi}{2}$.
49. Show that the magnitude of the expression
$\cos ^{2} \varphi+\cos ^{2}(a+\varphi)-2 \cos a \cos \varphi \cos (a+\varphi)$
is independent of $\varphi$.
50. Let

$$
\begin{aligned}
a & =\cos \varphi \cos \psi+\sin \varphi \sin \psi \cos \delta, \\
a^{\prime} & =\cos \varphi \sin \psi-\sin \varphi \cos \psi \cos \delta, a^{\prime \prime}=\sin \varphi \sin \delta ; \\
b & =\sin \varphi \cos \psi-\cos \varphi \sin \psi \cos \delta, \\
b^{\prime} & =\sin \varphi \sin \psi+\cos \varphi \cos \psi \cos \delta, b^{\prime \prime}=-\cos \varphi \sin \delta \\
& c=-\sin \psi \sin \delta, c^{\prime}=\cos \psi \sin \delta, c^{\prime \prime}=\cos \delta
\end{aligned}
$$

Prove that

$$
\begin{gathered}
a^{2}+a^{\prime 2}+a^{\prime \prime 2}=1, \quad b^{2}+b^{\prime 2}+b^{\prime 2}=1 \\
c^{2}+c^{\prime 2}+c^{\prime \prime 2}=1, \\
a b+a^{\prime} b^{\prime}+a^{\prime \prime} b^{\prime \prime}=0, \quad a c+a^{\prime} c^{\prime}+a^{\prime \prime} c^{\prime \prime}=0 \\
b c+b^{\prime} c^{\prime}+b^{\prime \prime} c^{\prime \prime}=0
\end{gathered}
$$

## 2. RATIONAL FRACTIONS

Transformations of fractional rational expressions to be considered in this section are based on standard rules of operations with algebraic fractions.

Let us draw our attention only to one point which we have to use (see Problems 15, 16, 17). If we have a first-degree binomial in $x$

$$
A x+B
$$

and if we know that it vanishes at two different values of $x$ (say, at $x=a$ and $x=b$ ), then we may state that the coefficients $A$ and $B$ are equal to zero. Indeed, from the equalities

$$
\begin{equation*}
A a+B=0, \quad A b+B=0 \tag{*}
\end{equation*}
$$

we get

$$
A(a-b)=0
$$

and since $a-b \neq 0$, then $A=0$. Substituting this value into one of the equalities (*), we find $B=0$. Similarly, we may assert that if a second-degree trinomial in $x$

$$
A x^{2}+B x+C
$$

vanishes at three distinct values of $x$ (say, at $x=a, x=b$ and $x=c$ ), then $A=B=C=0$.

Indeed, we then have

$$
\begin{aligned}
A a^{2}+B a+C=0, A b^{2}+B b+C=0 & \\
& A c^{2}+B c+C=0
\end{aligned}
$$

Subtracting term by term, we have
$A\left(a^{2}-b^{2}\right)+B(a-b)=0, A\left(a^{2}-c^{2}\right)+B(a-c)=0$.

Since $a-b \neq 0, a-c \neq 0$, we have

$$
A(a+b)+B=0, \quad A(a+c)+B=0
$$

Hence $A=0$ (since $b-c \neq 0$ ), and then we find $B=0$ and $C=0$.

Analogously, we can show that if a third-degree polynomial

$$
A x^{3}+B x^{2}+C x+D
$$

vanishes at four different values of $x$, then

$$
A=B=C=D=0
$$

and, in general, if an $n$ th-degree polynomial vanishes at $n+1$ different values of $x$, then its coefficients are equal to zero (see Sec. 6).

Finally, considered in this section are a number of problems pertaining finite continued fractions. We take as known the information on these fractions contained usually in elementary textbooks.

The principal trigonometric relations used in solving triangles are also taken here as known.

1. Prove the identity

$$
p^{3}==\left(p \frac{p^{3}-2 q^{3}}{p^{3}+q^{3}}\right)^{3}+\left(q \frac{2 p^{3}-q^{3}}{p^{3}+q^{3}}\right)^{3}+q^{3} .
$$

2. Simplify the following expression

$$
\frac{1}{(p+q)^{3}}\left(\frac{1}{p^{3}}+\frac{1}{q^{3}}\right)+\frac{3}{(p+q)^{4}}\left(\frac{1}{p^{2}}+\frac{1}{q^{2}}\right)+\frac{6}{(p+q)^{5}}\left(\frac{1}{p}+\frac{1}{q}\right) .
$$

3. Simplify

$$
\begin{aligned}
\frac{1}{(p+q)^{3}}\left(\frac{1}{p^{4}}-\frac{1}{q^{4}}\right)+\frac{2}{(p+q)^{4}}\left(\frac{1}{p^{3}}-\frac{1}{q^{3}}\right) & + \\
& +\frac{2}{(p+q)^{5}}\left(\frac{1}{p^{2}}-\frac{1}{q^{2}}\right) .
\end{aligned}
$$

4. Let

$$
x=\frac{a-b}{a+b}, \quad y=\frac{b-c}{b+c}, \quad z=\frac{c-a}{c+a} .
$$

Prove that

$$
(1+x)(1+y)(1+z)=(1-x)(1-y)(1-z) .
$$

5. Show that from the equality
$(a+b+c+d)(a-b-c+d)=(a-b+c-d)(a+b-c-d)$

## follows

$$
\frac{a}{c}=\frac{b}{d} .
$$

6. Simplify the expression

$$
\frac{a x^{2}+b y^{2}+c z^{2}}{b c(y-z)^{2}+c a(z-x)^{2}+a b(x-y)^{2}}
$$

if

$$
a x+b y+c z=0
$$

7. Prove that the following equality is true

$$
\begin{array}{r}
\frac{x^{2} y^{2} z^{2}}{a^{2} b^{2}}+\frac{\left(x^{2}-a^{2}\right)\left(y^{2}-a^{2}\right)\left(z^{2}-a^{2}\right)}{a^{2}\left(a^{2}-b^{2}\right)}+\frac{\left(x^{2}-b^{2}\right)\left(y^{2}-b^{2}\right)\left(z^{2}-b^{2}\right)}{b^{2}\left(b^{2}-a^{2}\right)}= \\
=x^{2}+y^{2}+z^{2}-a^{2}-b^{2} .
\end{array}
$$

8. Put

$$
\frac{a^{k}}{(a-b)(a-c)}+\frac{b^{k}}{(b-a)(b-c)}+\frac{c^{k}}{(c-a)(c-b)}=S_{k} .
$$

Prove that
$S_{0}=S_{1}=0, S_{2}=1, S_{3}=a+b+c$,
$S_{4}=a b+a c+b c+a^{2}+b^{2}+c^{2}$,
$S_{5}=a^{3}+b^{3}+c^{3}+a^{2} b+b^{2} a+c^{2} a+a^{2} c+b^{2} c+c^{2} b+a b c$.
9. Let

$$
\begin{aligned}
& \frac{a^{k}}{(a-b)(a-c)(a-d)}+\frac{b^{k}}{(b-a)(b-c)(b-d)}+ \\
& \quad+\frac{c^{k}}{(c-a)(c-b)(c-d)}+\frac{d^{k}}{(d-a)(d-b)(d-c)}=S_{k} .
\end{aligned}
$$

Show that

$$
S_{0}=S_{1}=S_{2}=0, \quad S_{3}=1, \quad S_{4}=a+b+c+d
$$

10. Put

$$
\sigma_{m}=a^{m} \frac{(a+b)(a+c)}{(a-b)(a-c)}+b^{m} \frac{(b+c)(b+a)}{(b-c)(b-a)}+c^{m} \frac{(c+a)(c+b)}{(c-a)(c-b)} .
$$

Compute $\sigma_{1}, \sigma_{2}, \sigma_{3}$ and $\sigma_{4}$.

## 11. Prove the identity

$$
\begin{aligned}
b c \frac{(a-\alpha)(a-\beta)(a-\gamma)}{(a-b)(a-c)} & +c a \frac{(b-\alpha)(b-\beta)(b-\gamma)}{(b-a)(b-c)}+ \\
& +a b \frac{(c-\alpha)(c-\beta)(c-\gamma)}{(c-a)(c-b)}=a b c-\alpha \beta \gamma
\end{aligned}
$$

12. Show that

$$
\begin{aligned}
& \frac{a^{2} b^{2} c^{2}}{(a-d)(b-d)(c-d)}+\frac{a^{2} b^{2} d^{2}}{(a-c)(b-c)(d-c)}+ \\
& +\frac{a^{2} c^{2} d^{2}}{(a-b)(c-b)(d-b)}+\frac{b^{2} c^{2} d^{2}}{(b-a)(c-a)(d-a)}= \\
& \quad=a b c+a b d+a c d+b c d
\end{aligned}
$$

13. Simplify the following expressions

$$
\begin{aligned}
& 1^{\circ} \frac{1}{a(a-b)(a-c)}+\frac{1}{b(b-a)(b-c)}+\frac{1}{c(c-a)(c-b)} \\
& 2^{\circ} \frac{1}{\dot{a}^{2}(a-b)(a-c)}+\frac{1}{b^{2}(b-a)(b-c)}+\frac{1}{c^{2}(c-a)(c-b)} .
\end{aligned}
$$

14. Simplify the following expression

$$
\begin{aligned}
\frac{a^{k},}{(a-b)(a-c)(x-a)}+\frac{b^{k}}{(b-a)(b-c)(x-b)} & + \\
& +\frac{c^{k}}{(c-a)(c-b)(x-c)}
\end{aligned}
$$

where $k=1,2$.
15. Show that

$$
\begin{array}{r}
\frac{b+c+d}{(b-a)(c-a)(d-a)(x-a)}+\frac{c+d+a}{(c-b)(d-b)(a-b)(x-b)}+ \\
+\frac{d+a+b}{(d-c)(a-c)(b-c)(x-c)}+\frac{a+b+c}{(a-d)(b-d)(c-d)(x-d)}= \\
=\frac{x-a-b-c-d}{(x-a)(x-b)(x-c)(x-d)}
\end{array}
$$

16. Prove the identity
$a^{2} \frac{(x-b)(x-c)}{(a-b)(a-c)}+b^{2} \frac{(x-c)(x-a)}{(b-c)(b-a)}+c^{2} \frac{(x-a)(x-b)}{(c-a)(c-b)}=x^{2}$.

## 17. Prove the identity

$$
\frac{(x-b)(x-c)}{(a-b)(a-c)}+\frac{(x-c)(x-a)}{(b-c)(b-a)}+\frac{(x-a)(x-b)}{(c-a)(c-b)}=1 .
$$

18. Show that if $a+b+c=0$, then

$$
\left(\frac{a-b}{c}+\frac{b-c}{a}+\frac{c-a}{b}\right)\left(\frac{c}{a-b}+\frac{a}{b-c}+\frac{b}{c-a}\right)=9 .
$$

19. Simplify the following expression

$$
\frac{a-b}{a+b}+\frac{b-c}{b+c}+\frac{c-a}{c+a}+\frac{(a-b)(b-c)(c-a)}{(a+b)(b+c)(c+a)} .
$$

20. Prove that

$$
\begin{aligned}
& \frac{b-c}{(a-b)(a-c)}+\frac{c-a}{(b-c)(b-a)}+\frac{a-b}{(c-a)(c-b)}= \\
& \quad=\frac{2}{a-b}+\frac{2}{b-c}+\frac{2}{c-a}
\end{aligned}
$$

21. STimplify the following expression

$$
\frac{a^{2}-b c}{(a+b)(a+c)}+\frac{b^{2}-a c}{(b+c)(b+a)}+\frac{c^{2}-a b}{(c+a)(c+b)} .
$$

22. Prove that

$$
\frac{d^{m}(a-b)(b-c)+b^{m}(a-d)(c-d)}{c^{m}(a-b)(a-d)+a^{m}(b-c)(c-d)}=\frac{b-d}{a-c}
$$

at $m=1,2$.
23. Prove that

$$
\begin{aligned}
& \left\{1-\frac{x}{\alpha_{1}}+\frac{x\left(x-\alpha_{1}\right)}{\alpha_{1} \alpha_{2}}-\frac{x\left(x-\alpha_{1}\right)\left(x-\alpha_{2}\right)}{\alpha_{1} \alpha_{2} \alpha_{3}}+\ldots+\right. \\
& \left.+(-1)^{n}-\frac{x\left(x-\alpha_{1}\right)\left(x-\alpha_{2}\right) \ldots\left(x-\alpha_{n-1}\right)}{\alpha_{1} \alpha_{2} \alpha_{3} \ldots \alpha_{n}}\right\} \times \\
& \times\left\{1+\frac{x}{\alpha_{1}}+\frac{x\left(x+\alpha_{1}\right)}{\alpha_{1} \alpha_{2}}+\frac{x\left(x+\alpha_{1}\right)\left(x+\alpha_{2}\right)}{\alpha_{1} \alpha_{2} \alpha_{3}}+\ldots+\right. \\
& \left.\quad+\frac{x\left(x+\alpha_{1}\right)\left(x+\alpha_{2}\right) \ldots\left(x+\alpha_{n-1}\right)}{\alpha_{1} \alpha_{2} \alpha_{3} \ldots \alpha_{n}}\right\}= \\
& \quad=1-\frac{x^{2}}{\alpha_{1}^{2}}+\frac{x^{2}\left(x^{2}-\alpha_{1}^{2}\right)}{\alpha_{1}^{2} \alpha_{2}^{2}}-\ldots+ \\
& \quad+(-1)^{n} \frac{x^{2}\left(x^{2}-\alpha_{1}^{2}\right) \ldots\left(x^{2}-\alpha_{n-1}^{2}\right)}{\alpha_{1}^{2} \alpha_{2}^{2} \ldots \alpha_{n}^{2}}
\end{aligned}
$$

24. Given

$$
\frac{b^{2}+c^{2}-a^{2}}{2 b c}+\frac{c^{2}+a^{2}-b^{2}}{2 a c}+\frac{a^{2}+b^{2}-c^{2}}{2 a b}=1 .
$$

Prove that two of the three fractions must be equal to +1 , and the third to -1 .
25. Show that from the equality

$$
\frac{1}{a}+\frac{1}{b}+\frac{1}{c}=\frac{1}{a-b+c}
$$

follows

$$
\frac{1}{a^{n}}+\frac{1}{b^{n}}+\frac{1}{c^{n}}=\frac{1}{a^{n}+b^{n}+c^{n}}
$$

if $n$ is odd.
26. Show that from the equalities

$$
\frac{b z+c y}{x(-a x+b y+c z)}=\frac{c x+a z}{y(a x-b y+c z)}=\frac{a y+b x}{z(a x+b y-c z)}
$$

follows

$$
\frac{x}{a\left(b^{2}+c^{2}-a^{2}\right)}=\frac{y}{b\left(a^{2}+c^{2}-b^{2}\right)}=\frac{z}{c\left(a^{2}+b^{2}-c^{2}\right)} .
$$

27. Given

$$
\begin{aligned}
\alpha+\beta+\gamma & =0, \\
a+b+c & =0, \\
\frac{\alpha}{a}+\frac{\beta}{b}+\frac{\gamma}{c} & =0 .
\end{aligned}
$$

Prove that

$$
\alpha a^{2}+\beta b^{2}+\gamma c^{2}=0
$$

28. If

$$
a^{3}+b^{3}+c^{3}=(b+c)(a+c)(a+b)
$$

and

$$
\left(b^{2}+c^{2}-a^{2}\right) x=\left(c^{2}+a^{2}-b^{2}\right) y=\left(a^{2}+b^{2}-c^{2}\right) z
$$

then

$$
x^{3}+y^{3}+z^{3}=(x+y)(x+z)(y+z)
$$

29. Consider the finite continued fraction

$$
a_{0}+\frac{1}{a_{1}}+\frac{1}{a_{2}}+\cdot \cdot+\frac{1}{a_{n}} .
$$

Put

$$
P_{0}=a_{0}, \quad Q_{0}=1, \quad P_{1}=a_{0} a_{1}+1, \quad Q_{1}=a_{1}
$$

and in general

$$
\begin{aligned}
P_{k+1} & =a_{k+1} P_{k}+P_{k-1}, \\
Q_{k+1} & =a_{k+1} Q_{k}+Q_{k-1} .
\end{aligned}
$$

Then, as is known,

$$
\frac{P_{n}}{Q_{n}}=a_{0}+\frac{1}{a_{1}}+\cdot .+\frac{1}{a_{n}} \quad(n=0,1,2,3, \ldots) .
$$

Prove the following identities

$$
\begin{aligned}
& 1^{\circ}\left(\frac{P_{n+2}}{P_{n}}-1\right)\left(1-\frac{P_{n-1}}{P_{n+1}}\right)=\left(\frac{Q_{n+2}}{Q_{n}}-1\right)\left(1-\frac{Q_{n-1}}{Q_{n+1}}\right) ; \\
& 2^{\circ} \frac{P_{n}}{Q_{n}}-\frac{P_{0}}{Q_{0}}=\frac{1}{Q_{0} Q_{1}}-\frac{1}{Q_{1} Q_{2}}+\ldots+\frac{(-1)^{n-1}}{Q_{n-1} Q_{n}} ; \\
& 3^{\circ} P_{n+2} Q_{n-2}-P_{n-2} Q_{n+2}=\left(a_{n+2} a_{n+1} a_{n}+a_{n+2}+a_{n}\right)(-1)^{n} ; \\
& 4^{\circ} \frac{P_{n}}{P_{n-1}}=a_{n}+\frac{1}{a_{n-1}}+\cdot \cdot+\frac{1}{a_{0}}, \\
& \frac{Q_{n}}{Q_{n-1}}=a_{n}+\frac{1}{a_{n-1}}+\cdot \ddots+\frac{1}{a_{1}} .
\end{aligned}
$$

30. Put for brevity

$$
a_{0}+\frac{1}{a_{1}}+\cdot \cdot+\frac{1}{a_{n}}=\left(a_{0}, a_{1}, \ldots, a_{n}\right)=\frac{P_{n}}{Q_{n}},
$$

and let the fraction be symmetric, i.e.

$$
a_{0}=a_{n}, \quad a_{1}=a_{n-1}, \ldots
$$

Prove that

$$
P_{n-1}=Q_{n} .
$$

31. Suppose we have a fraction

$$
\frac{1}{a}+\frac{1}{a}+\frac{1}{a}+\cdot \cdot+\frac{1}{a}
$$

Prove that

$$
P_{n}^{2}+P_{n+1}^{2}=P_{n-1} P_{n+1}+P_{n} P_{n+2} .
$$

32. Let

$$
x=\frac{1}{a}+\frac{1}{b}+\cdot \cdot+\frac{1}{l}+\frac{1}{a}+\frac{1}{b}+\cdot \cdot+\frac{1}{l}
$$

and let $\frac{P_{n}}{Q_{n}}$ and $\frac{P_{n-1}}{Q_{n-1}}$ be, respectively, the last and last but one convergents of the fraction

$$
\frac{1}{a}+\frac{1}{b}+\cdot \cdot+\frac{1}{l}
$$

Prove that

$$
x=\frac{P_{n} Q_{n}+P_{n} P_{n-1}}{Q_{n}^{2}+P_{n} Q_{n-1}} .
$$

33. Consider the continued fraction

$$
b_{0}+\frac{a_{1}}{b_{1}}+\frac{a_{2}}{b_{2}}+\cdot \ddots+\frac{a_{n}}{b_{n}} .
$$

Put

$$
P_{0}=b_{0}, \quad Q_{0}=1, \quad P_{1}=b_{0} b_{1}+a_{1}, \quad Q_{1}=b_{1}, \ldots
$$

and in general

$$
\begin{aligned}
& P_{k+1}=b_{k+1} P_{k}+a_{k+1} P_{k-1}, \\
& Q_{k+1}=b_{k+1} Q_{k}+a_{k+1} Q_{k-1} .
\end{aligned}
$$

Prove that

$$
\frac{P_{n}}{Q_{n}}=b_{0}+\frac{a_{1}}{b_{1}}+\frac{a_{2}}{b_{2}}+\cdot \ddots+\frac{a_{n}}{b_{n}}
$$

34. Prove that

$$
\frac{r}{r+1}-\frac{r}{r+1}-\frac{r}{r+1}-\cdots \cdot \frac{r^{n+1}-r}{r^{n+1}-1}
$$

(the number of links in the continued fraction is equal to $n$ ).
35. Prove that

$$
\begin{aligned}
& \frac{1}{u_{1}}+\frac{1}{u_{2}}+\ldots+\frac{1}{u_{n}}= \\
& \quad=\frac{1}{u_{1}}-\frac{u_{1}^{2}}{u_{1}+u_{2}}-\frac{u_{2}^{2}}{u_{2}+u_{3}}-\ddots \cdot-\frac{u_{n-1}^{2}}{u_{n-1}+u_{n}}
\end{aligned}
$$

36. Prove the equality

$$
\frac{a_{1}}{b_{1}}+\frac{a_{2}}{b_{2}}+\cdot \cdot+\frac{a_{n}}{b_{n}}=\frac{c_{1} a_{1}}{c_{1} b_{1}}+\frac{c_{1} c_{2} a_{2}}{c_{2} b_{2}}+\cdot \ddots+\frac{c_{n-1} c_{n} a_{n}}{c_{n} b_{n}},
$$

where $c_{1}, c_{2}, \ldots, c_{n}$ are arbitrary nonzero quantilies.
37. Prove the following identities

$$
1^{\circ} \frac{\sin (n+1) x}{\sin n x}=
$$

$$
=2 \cos x-\frac{1}{2 \cos x}-\frac{1}{2 \cos x}-\cdot \cdot-\frac{1}{2 \cos x}
$$

(a total of $n$ links);

$$
\begin{aligned}
& 2^{\circ} 1+b_{2}+b_{2} b_{3}+\ldots+b_{2} b_{3} \ldots b_{n}= \\
& \quad=\frac{1}{1}-\frac{b_{2}}{b_{2}+1}-\frac{b_{3}}{b_{3}+1}-\cdot \cdot-\frac{b_{n}}{b_{n}+1}
\end{aligned}
$$

38. Prove that

$$
\begin{aligned}
1^{\circ} \sin a+\sin b+\sin c- & \sin (a+b+c)= \\
& =4 \sin \frac{a+b}{2} \sin \frac{a+c}{2} \sin \frac{b+c}{2_{j}}
\end{aligned}
$$

$2^{\circ} \cos a+\cos b+\cos c+\cos (a+b+c)=$

$$
=4 \cos \frac{a+b}{2} \cos \frac{b+c}{2} \cos \frac{a+c}{2} .
$$

39. Show that
$\tan a+\tan b+\tan c-\frac{\sin (a+b+c)}{\cos a \cos b \cos c}=\tan a \tan b \tan c$.
40. Prove that if $A+B+C=\pi$, then we have the following relationships

$$
1^{\circ} \sin A+\sin B+\sin C=4 \cos \frac{A}{2} \cos \frac{B}{2} \cos \frac{C}{2}
$$

$2^{\circ} \cos A+\cos B+\cos C=1+4 \sin \frac{A}{2} \sin \frac{B}{2} \sin \frac{C}{2} ;$
$3^{\circ} \tan A+\tan B+\tan C=\tan .1 \tan B \tan C$;
$4^{\circ} \tan \frac{A}{2} \tan \frac{B}{2}+\tan \frac{A}{2} \tan \frac{C}{2}+\tan \frac{B}{2} \tan \frac{C}{2}=1$;
$5^{\circ} \sin 2 A+\sin 2 B+\sin 2 C=4 \sin A \sin B \sin C$.
41. Find the algebraic relations between the quantities $a, b$ and $c$ which satisfy the following trigonometric equalities
$1^{\circ} \cos a+\cos b+\cos c=1+4 \sin \frac{a}{2} \sin \frac{b}{2} \sin \frac{c}{2} ;$
$2^{\circ} \tan a+\tan b+\tan c=\tan a \tan b \tan c ;$
$3^{\circ} \cos ^{2} a+\cos ^{2} b+\cos ^{2} c-2 \cos a \cos b \cos c=1$.
42. Show that

$$
\frac{x}{1-x^{2}}+\frac{y}{1-y^{2}}+\frac{z}{1-z^{2}}=\frac{4 x y z}{\left(1-x^{2}\right)\left(1-y^{2}\right)\left(1-z^{2}\right)}
$$

if

$$
x y+x z+y z=1
$$

43. Show that the sum of the three fractions

$$
\frac{b-c}{1+b c}, \quad \frac{c-a}{1+a c}, \frac{a-b}{1+a b}
$$

is equal to their product.
44. Prove that

$$
\tan 3 \alpha=\tan \alpha \tan \left(\frac{\pi}{3}+\alpha\right) \tan \left(\frac{\pi}{3}-\alpha\right) .
$$

45. Prove that from the equality

$$
\frac{\sin ^{4} \alpha}{a}+\frac{\cos ^{4} \alpha}{b}=\frac{1}{a+b}
$$

follows the relationship

$$
\frac{\sin ^{8} \alpha}{a^{3}}+\frac{\cos ^{8} \alpha}{b^{3}}=\frac{1}{(a+b)^{3}} .
$$

46. Suppose we have

$$
a_{1} \cos \alpha_{1}+a_{2} \cos \alpha_{2}+\ldots+a_{n} \cos \alpha_{n}=0
$$

$a_{1} \cos \left(\alpha_{1}+\theta\right)+a_{2} \cos \left(\alpha_{2}+\theta\right)+\ldots+a_{n} \cos \left(\alpha_{n}+\theta\right)=0$

$$
(\theta \neq k \pi)
$$

Prove that for any $\lambda$

$$
a_{1} \cos \left(\alpha_{1}+\lambda\right)+a_{2} \cos \left(\alpha_{2}+\lambda\right)+\ldots+a_{n} \cos \left(\alpha_{n}+\lambda\right)=0 .
$$

47. Prove the identity

$$
\frac{\sin (\beta-\gamma)}{\cos \beta \cos \gamma}+\frac{\sin (\gamma-\alpha)}{\cos \gamma \cos \alpha}+\frac{\sin (\alpha-\beta)}{\cos \alpha \cos \beta}=0 .
$$

48. Let in a triangle the sides be equal to $a, b$ and $c$, and let

$$
r=\frac{s}{p}, \quad r_{a}=\frac{s}{p-a}, \quad r_{b}=\frac{s}{p-b}, \quad r_{c}=\frac{s}{p-c},
$$

where $s$ is the area of the triangle and $2 p=a+b+c$.
Prove the following relationships

$$
\begin{aligned}
& 1^{\circ} \frac{a^{2}}{r_{a}-r}+\frac{b^{2}}{r_{b}-r}+\frac{c^{2}}{r_{c}-r}=2\left(r_{a}+r_{b}+r_{c}\right) ; \\
& 2^{\circ} \frac{a^{2} r_{a}}{(a-b)(a-c)}+\frac{b^{2} r_{b}}{(b-c)(b-a)}+\frac{c^{2} r_{c}}{(c-a)(c-b)}=\frac{p^{2}}{r} ;
\end{aligned}
$$

$$
\begin{aligned}
& 3^{\circ} \frac{a+b+c}{r_{a}+r_{b}+r_{c}}\left(\frac{a}{r_{a}}+\frac{b}{r_{b}}+\frac{c}{r_{c}}\right)=4 ; \\
& 4^{\circ} \frac{b c}{(a-b)(a-c) r_{a}^{2}}+\frac{a c}{(b-c)(b-a) r_{b}^{2}}+ \\
& \quad+\frac{a b}{(c-a)(c-b) r_{c}^{2}}=\frac{a^{2}}{(a-b)(a-c) r_{b} r_{c}}+ \\
& \quad+\frac{b^{2}}{(b-c)(b-a) r_{c} r_{a}}+\frac{c^{2}}{(c-a)(c-b) r_{a} r_{b}}=\frac{1}{r^{2}} ; \\
& 5^{\circ} \\
& \quad \frac{a r_{a}}{(a-b)(a-c)}+\frac{b r_{b}}{(b-c)(b-a)}+\frac{c r_{c}}{(c-a)(c-b)}= \\
& \quad=\frac{(b+c) r_{a}}{(a-b)(a-c)}+\frac{(c+a) r_{b}}{(b-c)(b-a)}+ \\
& \quad+\frac{(a+b) r_{c}}{(c-a)(c-b)}=\frac{p}{r} .
\end{aligned}
$$

49. Prove the identily

$$
\begin{aligned}
\sin (a+b-c-d)=\frac{\sin (a-c) \sin (a-d)}{\sin (a-b)} & + \\
& +\frac{\sin (b-c) \sin (b-d)}{\sin (b-a)}
\end{aligned}
$$

50. Given

$$
\cos \theta=\frac{a}{b+c}, \quad \cos \varphi=\frac{b}{a+c}, \quad \cos \psi=\frac{c}{a+b}
$$

( $\theta, \varphi$ and $\psi$ lie between 0 and $\pi$ ).
Knowing that $a, b$ and $c$ are the sides of a triangle whose angles are $A, B$ and $C$, correspondingly, prove that

$$
\begin{aligned}
& 1^{\circ} \tan ^{2} \frac{\theta}{2}+\tan ^{2} \frac{\varphi}{2}+\tan ^{2} \frac{\psi}{2}=1 \\
& y^{\circ} \tan \frac{\theta}{2} \tan \frac{\varphi}{2} \tan \frac{\psi}{2}=\tan \frac{A}{2} \tan \frac{B}{2} \tan \frac{C}{2}
\end{aligned}
$$

## 51. Prove that

$\frac{1}{\sin (a-b) \sin (a-c)}+\frac{1}{\sin (b-a) \sin (b-c)}+$

$$
\begin{aligned}
& +\frac{1}{\sin (c-a) \sin (c-b)}= \\
& \quad=\frac{1}{2 \cos \frac{a-b}{2} \cos \frac{a-c}{2} \cos \frac{b-c}{2}}
\end{aligned}
$$

52. Prove the identities

$$
\begin{aligned}
& 1^{\circ} \frac{\sin a}{\sin (a-b) \sin (a-c)}+\frac{\sin b}{\sin (b-a) \sin (b-c)}+ \\
& \quad+\frac{\sin c}{\sin (c-a) \sin (c-b)}=0 \\
& 2^{\circ} \frac{\cos a}{\sin (a-b) \sin (a-c)}+\frac{\cos b}{\sin (b-a) \sin (b-c)}+ \\
& \quad+\frac{\cos c}{\sin (c-a) \sin (c-b)}=0 .
\end{aligned}
$$

53. Prove the identities
$1^{\circ} \sin a \sin (b-c) \cos (b+c-a)+$

$$
\begin{aligned}
& +\sin b \sin (c-a) \cos (c+a-b)+ \\
& +\sin c \sin (a-b) \cos (a+b-c)=0
\end{aligned}
$$

$2^{\circ} \cos a \sin (b-c) \sin (b+c-a)+$

$$
\begin{aligned}
& +\cos b \sin (c-a) \sin (c+a-b)+ \\
& +\cos c \sin (a-b) \sin (a+b-c)=0
\end{aligned}
$$

$3^{\circ} \sin a \sin (b-c) \sin (b+c-a)+$

$$
\begin{aligned}
& +\sin b \sin (c-a) \sin (c+a-b)+ \\
& +\sin c \sin (a-b) \sin (a+b-c)= \\
& =2 \sin (b-c) \sin (c-a) \sin (a-b)
\end{aligned}
$$

$4^{\circ} \cos a \sin (b-c) \cos (b+c-a)+$

$$
\begin{aligned}
& +\cos b \sin (c-a) \cos (c+a-b)+ \\
& +\cos c \sin (a-b) \cos (a+b-c)= \\
& =2 \sin (b-c) \sin (c-a) \sin (a-b)
\end{aligned}
$$

54. Prove that

$$
\begin{aligned}
& 1^{\circ} \sin ^{3} A \cos (B-C)+\sin ^{3} B \cos (C-A)+ \\
& +\sin ^{3} C \cos (A-B)=3 \sin A \sin B \sin C
\end{aligned}
$$

$$
2^{\circ} \sin ^{3} A \sin (B-C)+\sin ^{3} B \sin (C-A)+
$$

$$
+\sin ^{3} C \sin (A-B)=0
$$

if $A+B+C=\pi$.
55. Prove the identities
$1^{\circ} \sin 3 A \sin ^{3}(B-C)+\sin 3 B \sin ^{3}(C-A)+$

$$
+\sin 3 C \sin ^{3}(A-B)=0
$$

$2^{\circ} \sin 3 A \cos ^{3}(B-C)+\sin 3 B \cos ^{3}(C-A)+$
$+\sin 3 C \cos ^{3}(A-B)=\sin 3 A \sin 3 B \sin 3 C$
if $A+B+C=\pi$.

## 3. RADICALS. INVERSE TRIGONOMETRIC FUNCTIONS. LOGARITHMS

The symbol $\sqrt[n]{A}$ is understood here (if $n$ is odd) as the only real number whose $n$th power is equal to $A$. In this case $A$ can be either less or greater than zero. If $n$ is even, then the symbol $\sqrt[n]{\bar{A}}$ is understood as the only positive number the $n$th power of which is equal to $A$. Here, necessarily, $A \geqslant 0$.

Under these conditions, for instance,

$$
\begin{aligned}
& \sqrt{A^{2}}=A \quad \text { if } \quad A>0 \\
& \sqrt{A^{2}}=-A \quad \text { if } \quad A<0
\end{aligned}
$$

All the rest of the standard rules and laws governing the operations involving radicals, fractional and negative exponents are considered here to be known. Let us also remind of two formulas which sometimes turn out to be
rather useful in performing various transformations, namely:

$$
\begin{aligned}
& \sqrt{A+\sqrt{B}}=\sqrt{-\frac{A+\sqrt{A^{2}-B}}{2}}+\sqrt{\frac{A-\sqrt{A^{2}-B}}{2}}, \\
& \sqrt{A-\sqrt{B}}=\sqrt{\frac{A+\sqrt{A^{2}-B}}{2}}-\sqrt{\frac{A-\sqrt{A^{2}-B}}{2}} .
\end{aligned}
$$

As far as trigonometric functions are concerned, let us first of all consider the reduction formulas:
$1^{\circ}$ The functions $\sin x$ and $\cos x$ are characterized by the period $2 \pi$, whereas $\tan x$ and $\cot x$ by the period $\pi$ so that we may write the following equalities

$$
\begin{aligned}
\sin (x+2 k \pi) & =\sin x, \quad \cos (x+2 k \pi) \\
\tan (x+k \pi) & =\cos x \\
\tan x, \quad \cot (x+k \pi) & =\cot x
\end{aligned}
$$

where $k$ is any whole number (positive, negative or zero).
$2^{\circ}$ For the functions $\sin x$ and $\cos x$ the quantity $\pi$ is the half-period, i.e. the rejection of the quantity $\pm \pi$ in the argument results in a change in the sign of a function. Consequently,

$$
\sin (x+k \pi)=(-1)^{k} \sin x, \cos (x+k \pi)=(-1)^{k} \cos x
$$

where $k$ is any whole number (positive, negative or zero).
$3^{\circ}$ The functions $\sin x, \tan x$ and $\cot x$ are odd functions, and $\cos x$ is an even function. Therefore

$$
\begin{aligned}
& \sin (-x)=-\sin x, \quad \tan (-x)=-\tan x \\
& \cot (-x)=-\cot x, \quad \cos (-x)=\cos x
\end{aligned}
$$

$4^{\circ}$ If $x$ and $y$ are two quantities entering the relationship

$$
x+y=\frac{\pi}{2},
$$

then

$$
\begin{array}{ll}
\cos x=\sin y, & \sin x=\cos y \\
\tan x=\cot y, & \cot x=\tan y
\end{array}
$$

Using these remarks, we can always reduce sine or cosine of any argument to sine or cosine of an argument lying in the interval between 0 and $\frac{\pi}{4}$. The same can be said about tangent and cotangent.

Indeed, any argument $\alpha$ can be written in the following form

$$
\alpha=s \cdot \frac{\pi}{2} \pm \alpha_{0}
$$

where $s$ is an integer, and $0 \leqslant \alpha_{0} \leqslant \frac{\pi}{4}$, wherefrom follows the stated proposition. Let us also mention the following formulas ( $k$ an integer):

$$
\begin{aligned}
\sin k \pi=0, \quad \tan k \pi=0, & \cos k \pi=(-1)^{k}, \\
\sin \frac{k \pi}{2}=0 & \text { if } k \text { is even, } \\
\sin \frac{k \pi}{2}=(-1)^{\frac{k-1}{2}} & \text { if } k \text { is odd, } \\
\cos \frac{k \pi}{2}=(-1)^{\frac{k}{2}} & \text { if } k \text { is even, } \\
\cos \frac{k \pi}{2}=0 & \text { if } k \text { is odd }
\end{aligned}
$$

Further, we use the symbol $\arcsin x$ to denote an arc whose sine is equal to $x$ and which lies in the interval between $-\frac{\pi}{2}$ and $+\frac{\pi}{2}$.

Thus, in all cases

$$
-\frac{\pi}{2} \leqslant \arcsin x \leqslant+\frac{\pi}{2}
$$

Similarly

$$
\begin{gathered}
-\frac{\pi}{2}<\arctan x<+\frac{\pi}{2} \\
0 \leqslant \arccos x \leqslant \pi \\
0<\operatorname{arccot} x<\pi
\end{gathered}
$$

ln this section we also give several problems on transforming expressions containing logarithms.

1. Prove that

$$
\left(\frac{2+\sqrt{3}}{\sqrt{2}+\sqrt{2+\sqrt{3}}}+\frac{2-\sqrt{3}}{\sqrt{2}-\sqrt{2-\sqrt{3}}}\right)^{2}=2 .
$$

## 2. Show that

$$
\left.\begin{array}{l}
1^{\circ} \sqrt[3]{\sqrt[3]{2}-1}=\sqrt[3]{\frac{1}{9}}-\sqrt[3]{\frac{2}{9}}+\sqrt[3]{\frac{4}{9}} \\
2^{\circ} \sqrt{\sqrt[3]{5}-\sqrt[3]{4}}=\frac{1}{3}(\sqrt[3]{2}+\sqrt[3]{20}-\sqrt[3]{25}) \\
3^{\circ} \sqrt{\sqrt[3]{28}-\sqrt[3]{27}}=\frac{1}{3}(\sqrt[3]{98}-\sqrt[3]{28}-1) \\
4^{\circ}\left(\frac{3+2 \sqrt[4]{5}}{3-2 \sqrt[4]{5}}\right)^{\frac{1}{4}}=\frac{\sqrt[4]{5}+1}{\sqrt[4]{5}-1} \\
5^{\circ}\left(\sqrt[5]{\frac{32}{5}}-\sqrt[5]{\frac{27}{5}}\right)^{\frac{1}{3}}=\sqrt[5]{\frac{1}{25}}+\sqrt[5]{\frac{3}{26}}-\sqrt[5]{\frac{9}{25}}
\end{array}\right) .
$$

3. Let $\frac{A}{a}=\frac{B}{b}=\frac{C}{c}=\frac{D}{d}$.

Prove that

$$
\begin{aligned}
\sqrt{A a}+\sqrt{B b}+\sqrt{C c}+ & \sqrt{D d}= \\
& =\sqrt{(a+b+c+d)(A+B+C+D)}
\end{aligned}
$$

4. Show that

$$
\sqrt[3]{a x^{2}+b y^{2}+c z^{2}}=\sqrt[3]{a}+\sqrt[3]{b}+\sqrt[3]{c}
$$

if

$$
a x^{3}=b y^{3}=c z^{3} \quad \text { and } \quad \frac{1}{x}+\frac{1}{y}+\frac{1}{z}=1
$$

5. Put

$$
\begin{aligned}
& a_{n}=\left(1+\frac{1}{\sqrt{2}}\right)^{n}+\left(1-\frac{1}{\sqrt{2}}\right)^{n} \\
& b_{n}=\left(1+\frac{1}{\sqrt{2}}\right)^{n}-\left(1-\frac{1}{\sqrt{2}}\right)^{n}
\end{aligned}
$$

Show that

$$
\begin{aligned}
& a_{m+n}=a_{m} a_{n}-\frac{a_{m-n}}{2^{n}}, \\
& b_{m+n}=a_{m} b_{n}+\frac{b_{m-n}}{2^{n}} .
\end{aligned}
$$

6. Let

$$
\begin{aligned}
& u_{n}=\frac{1}{\sqrt{5}}\left[\left(\frac{1+\sqrt{5}}{2}\right)^{n}-\left(\frac{1-\sqrt{5}}{2}\right)^{n}\right]^{\cdot} \\
&(n=0,1,2,3, \ldots) .
\end{aligned}
$$

Prove the following relationships
$1^{\circ} u_{n+1}=u_{n}+u_{n-1}$;
$2^{\circ} u_{n-1}=u_{k} u_{n-k}+u_{k-1} u_{n-k-1} ;$
$3^{\circ} u_{2 n-1}=u_{n}^{2}+u_{n-1}^{2}$;
$4^{\circ} u_{3 n}=u_{n}^{3}+u_{n+1}^{3}-u_{n-1}^{3}$;
$5^{\circ} u_{n}^{4}-u_{n-2} u_{n-1} u_{n+1} u_{n+2}=1$;
$6^{\circ} u_{n+1} u_{n+2}-u_{n} u_{n+3}=(-1)^{n} ;$
$7^{\circ} u_{n} u_{n+1}-u_{n-2} u_{n-1}=u_{2 n-1}$.
7. Prove the following identities
$\left.1^{\circ}\left\{2\left[a^{2}+b^{2}\right)^{\frac{1}{2}}-a\right]\left[\left(a^{2}+b^{2}\right)^{\frac{1}{2}}-b\right]\right\}^{\frac{1}{2}}=$

$$
=a+b-\left(a^{2}+b^{2}\right)^{\frac{1}{2}}(a>0, b>0)
$$

$2^{\circ}\left\{3\left[\left(a^{3}+b^{3}\right)^{\frac{1}{3}}-a\right]\left[\left(a^{3}+b^{3}\right)^{\frac{1}{3}}-b\right]\right\}^{\frac{1}{3}}=$

$$
=(a+b)^{\frac{2}{3}}-\left(a^{2}-a b+b^{2}\right)^{\frac{1}{3}} .
$$

8. Compute the expression

$$
(1-a x)(1+a x)^{-1}(1+b x)^{\frac{1}{2}}(1-b x)^{-\frac{1}{2}}
$$

at

$$
x=a^{-1}\left(2 \frac{a}{b}-1\right)^{\frac{1}{2}} \quad(0<a<b<2 a) .
$$

9. Simplify the expression

$$
\frac{n^{3}-3 n+\left(n^{2}-1\right) \sqrt{n^{2}-4}-2}{n^{3}-3 n+\left(n^{2}-1\right) \sqrt{n^{2}-4}+2} .
$$

10. Simplify the expression

$$
\begin{aligned}
& {\left[\frac{\sqrt{1+a}}{\sqrt{1+a}-\sqrt{1-a}}+\frac{1-a}{\sqrt{1-a^{2}}-1+a}\right] \times } \\
& \times\left[\sqrt{\frac{1}{a^{2}}-1}-\frac{1}{a}\right] \quad(0<a<1) .
\end{aligned}
$$

11. Prove that for $x \geqslant 1$

$$
\sqrt{x+2 \sqrt{x-1}}+\sqrt{x-2 \sqrt{x-1}}
$$

is equal to 2 if $x \leqslant 2$, and to $2 \sqrt{x-1}$ if $x>2$.
12. Compute

$$
\begin{gathered}
\sqrt{a+b+c+2 \sqrt{a c+b c}}+\sqrt{a+b+c-2 \sqrt{a c+b c}} \\
(a \geqslant 0, b \geqslant 0, c \geqslant 0) .
\end{gathered}
$$

13. Prove that the trinomial $x^{3}+p x+q$ vanishes at

$$
x=\sqrt{-\frac{q}{2}+\sqrt{\frac{q^{2}}{4}+\frac{p^{3}}{27}}}+\sqrt[3]{-\frac{q}{2}-\sqrt{\frac{q^{2}}{4}+\frac{p^{3}}{27}}} .
$$

14. Express $x$ in terms of a new variable so that $\sqrt{x+a}$ and $\sqrt{x+b}$ become rational.
15. Rationalize the denominator of the fraction

$$
\frac{1}{\sqrt{a}+\sqrt{b}+\sqrt{c}+\sqrt{a^{\prime}}+\sqrt{b^{\prime}}+\sqrt{c^{\prime}}}
$$

if

$$
\frac{a}{a^{\prime}}=\frac{b}{b^{\prime}}=\frac{c}{c^{\prime}} .
$$

16. Prove that $\sqrt[3]{2}$ cannot be represented in the form $p+\sqrt{q}$, where $p$ and $q$ are rational $(q>0$ and is not a perfect square).
17. Prove the following identities

$$
\begin{array}{r}
1^{\circ} \frac{\tan \left(\frac{3 \pi}{2}-\alpha\right) \cos \left(\frac{3 \pi}{2}-\alpha\right)}{\cos (2 \pi-\alpha)}+\cos \left(\alpha-\frac{\pi}{2}\right) \sin (\pi-\alpha)+ \\
+\cos (\pi+\alpha) \sin \left(\alpha-\frac{\pi}{2}\right)=0
\end{array}
$$

$2^{\circ}[1-\sin (3 \pi-\alpha)+\cos (3 \pi+\alpha)] \times$

$$
\times\left[1-\sin \left(\frac{3 \pi}{2}-\alpha\right)+\cos \left(\frac{5 \pi}{2}-\alpha\right)\right]+\sin 2 \alpha=0
$$

$3^{\circ}[1-\sin (\pi+\alpha)+\cos (\pi+\alpha)]^{2}+$

$$
\begin{aligned}
& +\left[1-\sin \left(\frac{3 \pi}{2}+\alpha\right)+\right. \\
& \left.\quad+\cos \left(\frac{3 \pi}{2}-\alpha\right)\right]^{2}=4-2 \sin 2 \alpha
\end{aligned}
$$

18. Let $\alpha=2 k \pi+\alpha_{0}$, where $0 \leqslant \alpha_{0}<2 \pi$.

Prove that there exists the following equality

$$
\sin \frac{\alpha}{2}=(-1)^{h} \sqrt{\frac{1-\cos \alpha}{2}}
$$

Let us assume then that $\alpha=2 k \pi+\alpha_{0}$, where $-\pi \leqslant$ $\leqslant \alpha_{0}<\pi$.

Show that then

$$
\cos \frac{\alpha}{2}=(-1)^{k} \sqrt{\frac{1+\cos \alpha}{2}}
$$

19. If a whole number $a$ is divisible by $n$ leaving no remainder, we shall write this in the following way

$$
a \equiv 0(\bmod n)
$$

"hich is read: $a$ is comparable with zero by the modulus $n$. What remainders can a whole number leave when being divided by the whole number $n$ ?

It is obvious, that being divided by $n$, any whole number can leave the following remainders

$$
0,1,2,3, \ldots, n-1
$$

If as a result of dividing $a$ by $n$ we obtain a remainder $k$, then we shall write

$$
a \equiv k(\bmod n)
$$

since in this case

$$
a-k \equiv 0(\bmod n)
$$

Thus, when dividing $a$ by 2 only two cases are possible: either $a$ is divisible exactly, or leaves a remainder equal to 1 .

In the first case we write $a \equiv 0(\bmod 2)$, in the second $a \equiv 1(\bmod 2)$.

The division by 3 can also yield a remainder ( $0,1,2$ ), and, consequently, only three cases are possible: $a \equiv 0$ $(\bmod 3), a \equiv 1(\bmod 3), a \equiv 2(\bmod 3)$ and $s o$ on.

Consider the following problem.
We have

$$
\begin{aligned}
& A_{1}=1 . \\
& A_{2}=\cos n \pi .
\end{aligned}
$$

$$
\begin{aligned}
& A_{3}=-2 \cos \left(\frac{2}{3} n \pi-\frac{1}{18} \pi\right) . \\
& A_{4}=2 \cos \left(\frac{1}{2} n \pi-\frac{1}{8} \pi\right) . \\
& A_{5}=2 \cos \left(\frac{2}{5} n \pi-\frac{1}{5} \pi\right)+2 \cos \frac{4}{5} n \pi . \\
& A_{6}=2 \cos \left(\frac{1}{3} n \pi-\frac{5}{18} \pi\right) .
\end{aligned}
$$

$$
A_{7}=2 \cos \left(\frac{2}{7} n \pi-\frac{5}{14} \pi\right)+2 \cos \left(\frac{4}{7} n \pi-\frac{1}{14} \pi\right)+
$$

$$
\Varangle 2 \cos \left(\frac{6}{7} n \pi+\frac{1}{14} \pi\right) \text {. }
$$

$$
A_{8}=2 \cos \left(\frac{1}{4} n \pi-\frac{7}{16} \pi\right)+2 \cos \left(\frac{3}{4} n \pi-\frac{1}{16} \pi\right) .
$$

$$
A_{9}=2 \cos \left(\frac{2}{9} n \pi-\frac{14}{27} \pi\right)+2 \cos \left(\frac{4}{9} n \pi-\frac{4}{27} \pi\right)+
$$

$$
+2 \cos \left(\frac{8}{9} n \pi+\frac{4}{27} \pi\right)
$$

$$
A_{10}=2 \cos \left(\frac{1}{5} n \pi-\frac{3}{5} \pi\right)+2 \cos \frac{3}{5} n \pi
$$

$$
\begin{aligned}
& A_{11}= 2 \cos \left(\frac{2}{11} n \pi-\frac{15}{22} \pi\right)+2 \cos \left(\frac{4}{11} n \pi-\frac{5}{22} \pi\right)+ \\
&+ 2 \cos \left(\frac{6}{11} n \pi-\frac{3}{22} \pi\right)+2 \cos \left(\frac{8}{11} n \pi-\frac{3}{22} \pi\right)+ \\
&+ 2 \cos \left(\frac{10}{11} n \pi+\frac{5}{22} \pi\right) . \\
& A_{12}= 2 \cos \left(\frac{1}{6} n \pi-\frac{55}{72} \pi\right)+2 \cos \left(\frac{5}{6} n \pi+\frac{1}{72} \pi\right) . \\
& A_{13}= 2 \cos \left(\frac{2}{13} n \pi-\frac{11}{13} \pi\right)+2 \cos \left(\frac{4}{13} n \pi-\frac{4}{13} \pi\right)+ \\
&+ 2 \cos \left(\frac{6}{13} n \pi-\frac{1}{13} \pi\right)+2 \cos \left(\frac{8}{13} n \pi+\frac{1}{13} \pi\right)+ \\
& \quad+2 \cos \frac{10}{13} n \pi+2 \cos \left(\frac{12}{13} n \pi+\frac{4}{13} \pi\right) . \\
& A_{14}= 2 \cos \left(\frac{1}{7} n \pi-\frac{13}{14} \pi\right)+2 \cos \left(\frac{3}{7} n \pi-\frac{3}{14} \pi\right)+ \\
& A_{15}= 2 \cos \left(\frac{2}{15} n \pi-\frac{1}{90} \pi\right)+2 \cos \left(\frac{4}{15} n \pi-\frac{7}{18} \pi\right)+ \\
&+2 \cos \left(\frac{8}{15} n \pi-\frac{19}{90} \pi\right)+2 \cos \left(\frac{14}{15} n \pi+\frac{7}{18} \pi\right) . \\
& A_{16}= 2 \cos \left(\frac{1}{8} n \pi+\frac{29}{32} \pi\right)+2 \cos \left(\frac{3}{8} n \pi+\frac{27}{32} \pi\right)+ \\
&+2 \cos \left(\frac{5}{8} n \pi+\frac{5}{32} \pi\right)+2 \cos \left(\frac{7}{8} n \pi+\frac{3}{32} \pi\right) . \\
& A_{17}= 2 \cos \left(\frac{2}{17} n \pi+\frac{14}{17} \pi\right)+2 \cos \left(\frac{4}{17} n \pi-\frac{8}{17} \pi\right)+ \\
&+2 \cos \left(\frac{6}{17} n \pi-\frac{5}{17} \pi\right)+2 \cos \frac{8}{17} n \pi+ \\
&+2 \cos \left(\frac{10}{17} n \pi-\frac{1}{17} \pi\right)+2 \cos \left(\frac{12}{17} n \pi-\frac{5}{17} \pi\right)+ \\
&+2 \cos \left(\frac{14}{17} n \pi-\frac{1}{17} \pi\right)+2 \cos \left(\frac{16}{17} n \pi+\frac{8}{17} \pi\right) . \\
& A_{18}=2 \cos \left(\frac{1}{9} n \pi+\frac{20}{27} \pi\right)+2 \cos \left(\frac{5}{9} n \pi-\frac{2}{27} \pi\right)+ \\
&+2 \cos \left(\frac{7}{9} n \pi+\frac{2}{27} \pi\right) .
\end{aligned}
$$

Prove that

$$
\begin{aligned}
& A_{5}=0 \\
& A_{7} \text { if } n \equiv 1,2(\bmod 5) \\
& A_{10}=0 \\
& \text { if } n \equiv 1,3,4(\bmod 7) \\
& A_{11}=0 \\
& A_{13} \text { if } n \equiv 1,2(\bmod 5) \\
& A_{14} \text { if } n \equiv 2,3,5,5,7(\bmod 11) \\
& A_{14} \text { if } n \equiv 1,3,4(\bmod 7) \\
& A_{16}=0 \\
& A_{17} \text { if } n \equiv 0 \\
& A_{17} \text { if } n \equiv 1,3,4,6,7,9,13,14(\bmod 2) \\
&
\end{aligned}
$$

and that $A_{2}, A_{3}, A_{4}, A_{6}, A_{8}, A_{9}, A_{12}, A_{15}$ and $A_{18}$ never vanish for any whole $n$ (S. Ramanujan. Asymptotic formulae in combinatory analysis).
20. Let
$p(n)=A(n-3)^{2}+B+C(-1)^{n}+D \cos \frac{2 \pi n}{3}$ ( $n$ an integer).
Prove that there exists the following relationship

$$
\begin{aligned}
& p(n)-p(n-1)-p(n-2)+p(n-4)+ \\
& \quad+p(n-5)-p(n-6)=0
\end{aligned}
$$

21. Show that
$1^{\circ} \sin 15^{\circ}=\frac{\sqrt{6}-\sqrt{2}}{4}, \quad \cos 15^{\circ}=\frac{\sqrt{\overline{6}}+\sqrt{2}}{4} ;$
$2^{\circ} \sin 18^{\circ}=\frac{-1+\sqrt{5}}{4}, \quad \cos 18^{\circ}=\frac{1}{4} \sqrt{10+2 \sqrt{5}}$.
22. Show that

$$
\begin{aligned}
& \sin 6^{\circ}=\frac{\sqrt{30-6 \sqrt{5}}-\sqrt{6+2 \sqrt{5}}}{8} \\
& \cos 6^{\circ}=\frac{\sqrt{18+6 \sqrt{5}}+\sqrt{10-2 \sqrt{5}}}{8}
\end{aligned}
$$

23. Show that

$$
\begin{aligned}
& \cos (\arcsin x)=\sqrt{1-x^{2}}, \sin (\arccos x) \\
&=\sqrt{1-x^{2}} . \\
& \tan (\operatorname{arccot} x)=\frac{1}{x}, \quad \cot (\arctan x)=\frac{1}{x} .
\end{aligned}
$$

$$
\begin{aligned}
& \cos (\arctan x)=\frac{1}{\sqrt{1+x^{2}}}, \quad \sin (\arctan x)=\frac{x}{\sqrt{1+x^{2}}} . \\
& \cos (\operatorname{arccot} x)=\frac{x}{\sqrt{1+x^{2}}}, \quad \sin (\operatorname{arccot} x)=\frac{1}{\sqrt{1+x^{2}}} .
\end{aligned}
$$

## 24. Prove that

$\arctan x+\operatorname{arccot} x=\frac{\pi}{2}, \quad \arcsin x+\arccos x=\frac{\pi}{2}$.
25. Prove the equality

$$
\begin{aligned}
& \arctan x+\arctan y=\arctan \frac{x+y}{1-x y}+\varepsilon \pi, \\
& \text { where } \varepsilon=0 \quad \text { if } \quad x y<1, \\
& \varepsilon=-1 \quad \text { if } \quad x y>1 \text { and } x<0, \\
& \varepsilon=+1 \quad \text { if } \quad x y>1 \text { and } x>0 .
\end{aligned}
$$

26. Show that $4 \arctan \frac{1}{5}-\arctan \frac{1}{239}=\frac{\pi}{4}$.
27. Show that $\arctan \frac{1}{3}+\arctan \frac{1}{5}+\arctan \frac{1}{7}+$

$$
+\arctan \frac{1}{8}=\frac{\pi}{4} .
$$

28. Show that $2 \arctan x+\arcsin \frac{2 x}{1+x^{2}}=\pi \quad(x>1)$.
29. Prove that

$$
\begin{aligned}
& \arctan x+\arctan \frac{1}{x}=\frac{\pi}{2} \quad \text { if } x>0 \\
& \arctan x+\arctan \frac{1}{x}=-\frac{\pi}{2} \text { if } x<0
\end{aligned}
$$

30. Prove that

$$
\begin{aligned}
& \arcsin x+\arcsin y=\eta \arcsin \left(x \sqrt{1-y^{2}}+y \sqrt{1-x^{2}}\right)+\varepsilon \pi, \\
& \text { where } \eta=1, \quad \varepsilon=0 \quad \text { if } \quad x y<0 \text { or } x^{2}+y^{2} \leqslant 1 \text {, } \\
& \eta=-1, \quad \varepsilon=-1 \quad \text { if } \quad x^{2}+y^{2}>1, \quad x<0, y<0, \\
& \eta=-1, \quad \varepsilon=+1 \quad \text { if } \quad x^{2}+y^{2}>1, \quad x>0, y>0 .
\end{aligned}
$$

31. Check the equality

$$
\arccos x+\arccos \left(\frac{x}{2}+\frac{1}{2} \sqrt{3-3 x^{2}}\right)=\frac{\pi}{-}
$$

if

$$
\frac{1}{2} \leqslant x \leqslant 1
$$

32. If

$$
A=\arctan \frac{1}{7} \text { and } B=\arctan \frac{1}{3},
$$

then prove that $\cos 2 A=\sin 4 B$.
33. Let $a^{2}+b^{2}=7 a b$.

Prove that

$$
\log \frac{a+b}{3}=\frac{1}{2}(\log a+\log b) .
$$

34. Prove that $\frac{\log _{a} n}{\log _{a m} n}=1+\log _{a} m$.
35. Prove that from the equalities

$$
\frac{x(y+z-x)}{\log x}=\frac{y(z+x-y)}{\log y}=\frac{z(x+y-z)}{\log z}
$$

follows $x^{y} \cdot y^{x}=z^{y} \cdot y^{z}=x^{z} \cdot z^{v}$.
36. $1^{\circ}$ Prove that $\log _{b} a \cdot \log _{a} b=1$.
$2^{\circ}$ Simplify the expression

$$
a^{\frac{\log (\log a)}{\log a}}
$$

(logarithms are taken to one and the same base).
37. Given: $y=10^{\frac{1}{1-\log x}}, z=10^{\frac{1}{1-\log y}}$ (logarithms are taken to the base 10).

Prove that

$$
x=10^{\frac{1}{1-\log z}} .
$$

38. Given.

$$
a^{2}+b^{2}=c^{2}
$$

Prove that

$$
\log _{b+c} a+\log _{c-b} a=2 \log _{c+l} a \log _{c-l} a .
$$

39. Let $a>0, c>0, b=\sqrt{\prime} \overline{a c}, a, c$ and $a c \neq 1, N>0$. Prove that

$$
\frac{\log _{a} N}{\log _{c} N}=\frac{\log _{a} N--\log _{b} N}{\log _{b} N-\log _{c} N} .
$$

40. Prove that

$$
\log _{a_{1} a_{2} \ldots a_{n}} x=\frac{1}{\frac{1}{\log _{a_{1}} x}+\frac{1}{\log _{a_{2}} x}+\ldots+\frac{1}{\log _{a_{n}} x}} .
$$

41. Given a geometric and an arithmetic progression with positive terms

$$
\begin{aligned}
& a, a_{1}, a_{2}, \ldots, a_{n}, \ldots \\
& b, b_{1}, b_{2}, \ldots, b_{n}, \ldots
\end{aligned}
$$

The ratio of the geometric progression and the common difference of the arithmetic progression are positive. Prove that there always exists a system of logarithms for which

$$
\log a_{n}-b_{n}==\log a-b \quad(\text { for any } n)
$$

Find the base $\beta$ of this system.

## 4. EQUATIONS AND SYSTEMS <br> OF EQUATIONS <br> OF THE FIRST DEGREE

The general form of a first-degree equation in one unknown is

$$
A x+B=0
$$

where $A$ and $B$ are independent of $x$. To solve the firstdegree equation means to reduce it to this form, since then the expression for the root becomes explicit

$$
x=-\frac{B}{A} .
$$

Therefore the problem of solving the first-degree equation is one of transforming the given expression to the form $A x+B=0$. In doing so great attention should be paid to make sure that all the equations involved are equivalent. The problem of solving a system of equations also consists to a considerable extent in transforming a system into an equivalent one.

This section deals not only with equations of the first degree in the unknown $x$, but also with the equations which can be reduced to them by means of appropriate transformations (such are equations involving radicals, trigonometric equations and ones involving exponential and logarithmic functions). Here and in the following section we consider a trigonometric equation solved if we find the value of one of the trigonometric functions of an expression linear in $x$.

Indeed, if it is known that

$$
\tan (m x+n)=A
$$

then we find

$$
m x+n==\arctan \Lambda+k \pi,
$$

where $k$ is any integer.
Consequently, all the required values of $x$ are given by formula

$$
x=\frac{\arctan A-n+k \pi}{m} .
$$

Likewise, if it is found that

$$
\cot (m x+n)=A
$$

then

$$
m x+n=\operatorname{arccot} A+k \pi \quad \text { and } x=\frac{\operatorname{arccot} A-n+k \pi}{m} .
$$

But if it is known that

$$
\sin (m x+n)=A
$$

then all the values of $x$ satisfying the last equation are found by the formula

$$
m x+n=(-1)^{k} \arcsin A+k \pi
$$

where $k$, as before, is any integer.

Analogously, from the equation

$$
\cos (m x+n)=A
$$

follows

$$
m x+n= \pm \arccos A+2 k \pi
$$

When solving exponential equations one should remembe that the equation

$$
a^{x}=1 \quad(a>0 \text { and is not equal to } 1)
$$

has the only solution $x=0$.

1. Solve the equation

$$
\frac{x-a b}{a+b}+\frac{x-a c}{a_{\dashv} c}+\frac{x-b c}{b+c}=a+b+c .
$$

2. Solve the equation

$$
\frac{x-a}{b c}+\frac{x-b}{a c}+\frac{x-c}{a b}=2\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}\right) .
$$

3. Solve the equation

$$
\frac{6 x+2 a+3 b+c}{6 x+2 a-3 b-c}=\frac{2 x+6 a+b+3 c}{2 x+6 a-b-3 c} .
$$

4. Solve the equation

$$
\frac{a+b-x}{c}+\frac{a+c-x}{b}+\frac{b+c-x}{a}+\frac{4 x}{a+b+c}=1 .
$$

5. Solve the equation

$$
\frac{\sqrt[p]{b+x}}{b}+\frac{\sqrt[p]{b+x}}{x}=\frac{c \sqrt[p]{x}}{a}
$$

6. Solve the equations
$1^{\circ} V \overline{x+1}+\sqrt{x-1}=1 ;$
$2^{\circ} \sqrt{x+1}-\sqrt{x-1}=1$
7. Solve the equation

$$
\sqrt[3]{a+\sqrt{x}}+\sqrt[3]{a-\sqrt{x}}=\sqrt[3]{b}
$$

8. Solve the equation

$$
\sqrt{1-V \overline{x^{4}-x^{2}}}=x-1
$$

9. Solve the equation

$$
\frac{V^{\prime} \bar{a}+\sqrt{x-b}}{\sqrt{\bar{a}}+\sqrt{x-a}}=\sqrt{\frac{a}{b}} .
$$

10. Solve the equation

$$
\frac{\sqrt{a+x}+\sqrt{a-x}}{\sqrt{a+x}-\sqrt{a-x}}=\sqrt{\bar{b}} \quad(\bar{a}>0)
$$

11. Solve the system

$$
\begin{aligned}
& x+y+z=a \\
& x+y+v=b \\
& x+z+v=c \\
& y+z+v=d
\end{aligned}
$$

12. Solve the system

$$
\begin{aligned}
x_{1}+x_{2}+x_{3}+x_{4} & =2 a_{1} \\
x_{1}+x_{2}-x_{3}-x_{4} & =2 a_{2} \\
x_{1}-x_{2}+x_{3}-x_{4} & =2 a_{3} \\
x_{1}-x_{2}-x_{3}+x_{4} & =2 a_{4} .
\end{aligned}
$$

13. Solve the system

$$
\begin{aligned}
& a x+m(y+z+v)=k \\
& b y+m(x+z+v)=l \\
& c z+m(x+y+v)=p \\
& d v+m(x+y+z)=q .
\end{aligned}
$$

14. Solve the system

$$
\begin{gathered}
\frac{x_{1}-a_{1}}{m_{1}}=\frac{x_{2}-a_{2}}{m_{2}}=\ldots=\frac{x_{p}-a_{p}}{m_{p}} \\
x_{1}+x_{2}+\ldots+x_{p}=a
\end{gathered}
$$

15. Solve the system

$$
\begin{aligned}
& \frac{1}{x}+\frac{1}{y}+\frac{1}{z}=a \\
& \frac{1}{v}+\frac{1}{x}+\frac{1}{y}=b \\
& \frac{1}{v}+\frac{1}{z}+\frac{1}{x}=c \\
& \frac{1}{y}+\frac{1}{z}+\frac{1}{v}=d
\end{aligned}
$$

16. Solve the system

$$
\begin{aligned}
& a y+b x=c \\
& c x+a z=b \\
& b z+c y=a .
\end{aligned}
$$

17. Solve the system

$$
\begin{aligned}
& c y+b z=2 d y z \\
& a z+c x=2 d^{\prime} z x \\
& b x+a y=2 d^{\prime \prime} x y
\end{aligned}
$$

18. Solve the system

$$
\frac{x y}{a y+b x}=c, \quad \frac{x z}{a z+c x}=b, \quad \frac{y z}{b z+c y}=a .
$$

19. Solve the system

$$
\begin{aligned}
& y+z-x=\frac{x y z}{a^{2}} \\
& z+x-y=\frac{x y z}{b^{2}} \\
& x+y-z=\frac{x y z}{c^{2}} .
\end{aligned}
$$

20. Solve the system

$$
\begin{aligned}
& (b+c)(y+z)-a x=b-c \\
& (c+a)(x+z)-b y=c-a \\
& (a+b)(x+y)-c z=a-b
\end{aligned}
$$

if

$$
a+b+c \neq 0
$$

21. Solve the system

$$
\begin{aligned}
(c+a) y+(a+b) z-(b+c) x & =2 a^{3} \\
(a+b) z+(b+c) x-(c+a) y & =2 b^{3} \\
(b+c) x+(c+a) y-(a+b) z & =2 c^{3}
\end{aligned}
$$

if

$$
b+c \neq 0, a+c \neq 0, a+b \neq 0
$$

22. Solve the system

$$
\begin{aligned}
& \frac{x}{a+\lambda}+\frac{y}{b+\lambda}+\frac{z}{c+\lambda}=1 \\
& \frac{x}{a+\mu}+\frac{y}{b+\mu}+\frac{z}{c+\mu}=1 \\
& \frac{x}{a+v}+\frac{y}{b+v}+\frac{z}{c+v}=1 .
\end{aligned}
$$

23. Solve the system

$$
\begin{aligned}
& z+a y+a^{2} x+a^{3}=0 \\
& z+b y+b^{2} x+b^{3}=0 \\
& z+c y+c^{2} x+c^{3}=0 .
\end{aligned}
$$

24. Solve the system

$$
\begin{aligned}
& z+a y+a^{2} x+a^{3} t+a^{4}=0 \\
& z+b y+b^{2} x+b^{3} t+b^{4}=0 \\
& z+c y+c^{2} x+c^{3} t+c^{4}=0 \\
& z+d y+d^{2} x+d^{3} t+d^{4}=0
\end{aligned}
$$

25. Solve the system

$$
\begin{aligned}
x+y+z+u & =m \\
a x+b y+c z+d u & =n \\
a^{2} x+b^{2} y+c^{2} z+d^{2} u & =k \\
a^{3} x+b^{3} y+c^{3} z+d^{3} u & =l .
\end{aligned}
$$

26. Solve the system

$$
\begin{gathered}
x_{1}+2 x_{2}+3 x_{3}+\ldots+n x_{n}=a_{1} \\
x_{2}+2 x_{3}+3 x_{4}+\ldots+n x_{1}=a_{2} \\
\cdots \cdots \cdots \\
x_{n}+2 x_{1}+3 x_{2}+\cdots+n x_{n-1}=a_{n} .
\end{gathered}
$$

27. Solve the system

$$
\begin{array}{r}
x_{1}-x_{2}-x_{3}-\ldots-x_{n}=2 a \\
-x_{1}+3 x_{2}-x_{3}-\ldots-x_{n}=4 a \\
-x_{1}-x_{2}+7 x_{3}-\ldots-x_{n}=8 a \\
\left.\ldots . \ldots+2^{n}-1\right) x_{n}=2^{n} a .
\end{array}
$$

28. Solve the system

$$
\begin{gathered}
x_{1}+x_{2}+x_{3}+\ldots+x_{n}=1 \\
x_{1}+x_{3}+\ldots+x_{n}=2 \\
x_{1}+x_{2}+x_{4}+\ldots+x_{n}=3 \\
\cdots \cdots \cdots+x_{n-1}=n .
\end{gathered}
$$

29. Show that for the equations

$$
a x+b=i, \quad a^{\prime} x+b^{\prime}=0
$$

to be compatible it is necessary and sufficient that

$$
a b^{\prime}-a^{\prime} b=0
$$

30. Show that the systems

$$
\begin{array}{r}
a x+b y+c=0 \\
a^{\prime} x+b^{\prime} y+c^{\prime}=0
\end{array}
$$

and

$$
\begin{aligned}
l(a x+b y+c)+l^{\prime}\left(a^{\prime} x+b^{\prime} y+c\right) & =0 \\
m(a x+b y+c)+m^{\prime}\left(a^{\prime} x+b^{\prime} y+c^{\prime}\right) & =0
\end{aligned}
$$

are equivalent if

$$
l m^{\prime}-l^{\prime} m \neq 0
$$

31. Prove that the system

$$
\begin{array}{r}
a x+b y+c=0 \\
a^{\prime} x+b^{\prime} y+c^{\prime}=0
\end{array}
$$

has one and only one solution if

$$
a b^{\prime}-a^{\prime} b \neq 0
$$

32. Prove that from the equations

$$
\begin{aligned}
a x+b y & =0 \\
a^{\prime} x+b^{\prime} y & =0,
\end{aligned}
$$

if $a b^{\prime}-a^{\prime} b \neq 0$, follows

$$
x=y=0 .
$$

33. Show that the following three equations are compatible

$$
\begin{aligned}
a x+b y+c & =0, \\
a^{\prime} x+b^{\prime} y+c^{\prime} & =0, \\
a^{\prime \prime} x+b^{\prime \prime} y+c^{\prime \prime} & =0
\end{aligned}
$$

if $a^{\prime \prime}\left(b c^{\prime}-b^{\prime} c\right)+b^{\prime \prime}\left(c a^{\prime}-c^{\prime} a\right)+c^{\prime \prime}\left(a b^{\prime}-a^{\prime} b\right)=0$.
34. Let $a, b, c$ be distinct numbers. Prove that from the equations:

$$
\begin{aligned}
& x+a y+a^{2} z=0 \\
& x+b y+b^{2} z=0, \\
& x+c y+c^{2} z=0
\end{aligned}
$$

follows

$$
x=y=z=0
$$

35. Prove that from the equations

$$
\begin{aligned}
A x+B y+C z & =0, \\
A_{1} x+B_{1} y+C_{1} z & =0
\end{aligned}
$$

follows

$$
\frac{x}{C_{1} B-C B_{1}}=\frac{y}{C A_{1}-C_{1} A}=\frac{z}{A B_{1}-A_{1} B}
$$

if not all of the denominators are equal to zero.
36. Prove that the elimination of $x, y, z$ from the equations

$$
\begin{aligned}
& a x+c y+b z=0 \\
& c x+b y+a z=0 \\
& b x+a y+c z=0
\end{aligned}
$$

yields

$$
a^{3}+b^{3}+c^{3}-3 a b c=0 .
$$

37. Given the system

$$
\begin{aligned}
& \frac{x}{a} \cdot+\frac{z}{c}=\lambda\left(1+\frac{y}{b}\right) \\
& \frac{x}{a}-\frac{z}{c}=\frac{1}{\lambda}\left(1-\frac{y}{b}\right) \\
& \frac{x}{a}+\frac{z}{c}=\mu\left(1-\frac{y}{b}\right) \\
& \frac{x}{a}-\frac{z}{c}=\frac{1}{\mu}\left(1+\frac{y}{b}\right) .
\end{aligned}
$$

Prove that the equations are compatible and determine $x$, $y$ and $z$.
38. Determine whether the equations of the system

$$
\begin{gathered}
(a+b) x+(a p+b q) y=a p^{2}+b q^{2} \\
(a p+b q) x+\left(a p^{2}+b q^{2}\right) y=a p^{3}+b q^{3} \\
\cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \\
\left(a p^{k-1}+b q^{k-1}\right) x+\left(a p^{k}+b q^{k}\right) y=a p^{k+1}+b q^{k+1}
\end{gathered}
$$

are compatible.
39. Solve the system

$$
\begin{gathered}
x_{1}+x_{2}=a_{1} \\
x_{2}+x_{3}=a_{2} \\
x_{3}+x_{4}=a_{3} \\
\cdot \cdot \cdot \cdot \cdot \\
x_{n-1}+x_{n}=a_{n-1} \\
x_{n}+x_{1}=a_{n}
\end{gathered}
$$

40. Solve the system

$$
\begin{gathered}
x+y+z=0 \\
\frac{a^{2} x}{a-d} \cdot f \cdot \frac{b^{2} y}{b-d}+\frac{c^{2} z}{c-d}=0 \\
\frac{a x}{a-d}+\frac{b y}{b-d}+\frac{c z}{c-d}=d(a-b)(b-c)(c-a)
\end{gathered}
$$

41. Solve the system

$$
\begin{aligned}
& (x+a)(y+l)=(a-n)(l-b) \\
& (y+b)(z+m)=(b-l)(m-c) \\
& (z+c)(x+n)=(c-m)(n-a)
\end{aligned}
$$

42. Determine $k$ for the system

$$
\begin{aligned}
x+(1+k) y & =0 \\
(1-k) x+k y & =1+k \\
(1+k) x+(12-k) y & =-(1+k)
\end{aligned}
$$

to be compatible.
43. Solve the system

$$
\begin{aligned}
& x \sin a+y \sin 2 a+z \sin 3 a=\sin 4 a \\
& x \sin b+y \sin 2 b+z \sin 3 b=\sin 4 b \\
& x \sin c+y \sin 2 c+z \sin 3 c=\sin 4 c .
\end{aligned}
$$

44. Show that from the equalities

$$
\frac{a}{\sin A}=\frac{b}{\sin B}=\frac{c}{\sin C}, \quad A+B+C=\pi
$$

follows

$$
\begin{aligned}
& a=b \cos C+c \cos B \\
& b=c \cos A+a \cos C \\
& c=a \cos B+b \cos A
\end{aligned}
$$

45. Show that from the given data

$$
\begin{aligned}
& a=b \cos C+c \cos B \\
& b=c \cos A+a \cos C \\
& c=a \cos B+b \cos A
\end{aligned}
$$

$0<A<\pi, \quad 0<B<\pi, \quad 0<C<\pi, \quad a>0$, $b>0, \quad c>0$,
follows

$$
\frac{a}{\sin A}=\frac{b}{\sin B}=\frac{c}{\sin C} \quad \text { and } \quad A+B+C=\pi .
$$

46. Given
$a=b \cos C+c \cos B \quad a^{2}=b^{2}+c^{2}-2 b c \cos A$
$b=c \cos A+a \cos C$ (1) $b^{2}=a^{2}+c^{2}-2 a c \cos B$
$c=a \cos B+b \cos A \quad c^{2}=a^{2}+b^{2}-2 a b \cos C$.
Show that systems (1) and (2) are equivalent, i.e. from equations (1) follow equations (2) and, conversely, from equations (2) follow equations (1).
47. Given

$$
\begin{align*}
& \cos a=\cos b \cos c+\sin b \sin c \cos A \\
& \cos b=\cos a \cos c+\sin a \sin c \cos B  \tag{*}\\
& \cos c=\cos a \cos b+\sin a \sin b \cos C
\end{align*}
$$

where $a, b, c$ and $A, B, C$ are between 0 and $\pi$.
Prove that

$$
\frac{\sin A}{\sin a}=\frac{\sin B}{\sin b}=\frac{\sin C}{\sin c} .
$$

48. Prove that from the conditions of the preceding problem follows
$1^{\circ} \cos A=-\cos B \cos C+\sin B \sin C \cos a$, $\cos B=-\cos A \cos C+\sin A \sin C \cos b$, $\cos C=-\cos A \cos B+\sin A \sin B \cos c ;$

$$
2^{\circ} \tan \frac{1}{4} \varepsilon=\sqrt{\tan \frac{p}{2} \tan \frac{p-a}{2} \tan \frac{p-b}{2} \tan \frac{p-c}{2}}
$$

if $\varepsilon=A+B+C-\pi$ and $2 p=a+b+c$.
49. Solve the equation

$$
\begin{aligned}
(b-c) \tan (x+\alpha)+(c-a) & \tan (x+\beta)+ \\
& +(a-b) \tan (x+\gamma)=0
\end{aligned}
$$

50. Prove that $\sin x$ and $\cos x$ are rational if and only if $\tan \frac{x}{2}$ is rational.
51. Solve the equation

$$
\sin ^{4} x+\cos ^{4} x=a
$$

52. Solve the following equations
$1^{\circ} \sin x+\sin 2 x+\sin 3 x=0 ;$
$2^{\circ} \cos n x+\cos (n-2) x-\cos x=0$.
53. Solve the equation
$1^{\circ} m \sin (a-x)=n \sin (b-x)$;
$2^{\circ} \sin (x+3 \alpha)=3 \sin (\alpha-x)$.
54. Solve the equation

$$
\sin 5 x=16 \sin ^{5} x
$$

55. Solve the equation

$$
\sin x+2 \sin x \cos (a-x)=\sin a
$$

56. Solve the equation

$$
\sin x \sin (\gamma-x)=a
$$

57. Solve the equation
$\sin (\alpha+x)+\sin \alpha \sin x \tan (\alpha+x)=m \cos \alpha \cos x$.
58. Solve the equation
$\cos ^{2} \alpha+\cos ^{2} x+\cos ^{2}(\dot{\alpha}+x)=1+2 \cos \alpha \cos (\alpha+x)$
59. Solve the equation

$$
(1-\tan x)(1+\sin 2 x)=1+\tan x
$$

60. Show that if

$$
\tan x+\tan 2 x+\tan 3 x+\tan 4 x=0
$$

then either $5 x=k \pi$, or $8 \cos 2 x=1 \pm \sqrt{17}$.
61. Given the expression

$$
a x^{2}+2 b x y+c y^{2}
$$

Make the substitution

$$
\begin{aligned}
& x=X \cos \theta-Y \sin \theta \\
& y=X \sin \theta+Y \cos \theta
\end{aligned}
$$

It is required to choose the angle $\theta$ so that to ensure the identity

$$
a x^{2}+2 b x y+c y^{2}=A X^{2}+B Y^{2}
$$

62. Show that from the equalities

$$
\frac{x}{\tan (\theta+\alpha)}=\frac{y}{\tan (\theta+\beta)}=\frac{z}{\tan (\theta+\gamma)}
$$

follows
$\frac{x+y}{x-y} \sin ^{2}(\alpha-\beta)+\frac{y+z}{y-z} \sin ^{2}(\beta-\gamma)+\frac{z+x}{z-x} \sin ^{2}(\gamma-\alpha)=0$.
63. Solve the systems
$1^{\circ} \frac{\sin x}{a}=\frac{\sin y}{b}=\frac{\sin z}{c}$
$x+y+z=\pi ;$
$2^{\circ} \frac{\tan x}{a}=\frac{\tan y}{b}=\frac{\tan z}{c}$
$x+y+z=\pi$.
64. Solve the system

$$
\begin{aligned}
\tan x \tan y & =a \\
x+y & =2 b .
\end{aligned}
$$

65. Solve the equation

$$
4^{x}-3^{x-\frac{1}{2}}=3^{x+\frac{1}{2}}-2^{2 x-1}
$$

66. Find the positive solutions of the equation

$$
x^{x+1}=1 .
$$

67. Solve the system

$$
\begin{aligned}
a^{x} b^{y} & =m \\
x+y & =n(a>0, b>0)
\end{aligned}
$$

68. Solve the system

$$
\begin{aligned}
& x^{y}=y^{x} \\
& a^{x}=b^{y} .
\end{aligned}
$$

69. Solve the system

$$
\begin{aligned}
(a x)^{\log a} & =(b u)^{\log b} \\
b^{\log x} & =a^{\log y} .
\end{aligned}
$$

70. Solve the system

$$
\begin{aligned}
& x^{y}=y^{x} \\
& x^{m}=y^{n} .
\end{aligned}
$$

## 5. EQUATIONS AND SYSTEMS

## OF EQUATIONS OF THE SECOND DEGREE

The present section contains mainly problems on solving quadratic equations and using the properties of the seconddegree trinomial.

It should be remembered that if the roots of the trinomial $a x^{2}+b x+c^{*}$ are imaginary, then this trinomial retains its sign at any real values of $x$. As is easily seen in this case the sign of the trinomial coincides with that of the constant term (i.e. with the sign of $c$ ). Thus, if $c>0$ and the roots of the trinomial $a x^{2}+b x+c$ are imaginary, then

$$
a x^{2}+b x+c>0
$$

for any real $x$.
When solving systems of equations the following proposition should be taken into account. Let a system of $m$ equations in $m$ unknowns be under consideration, the degrees of these equations being, respectively,

$$
k_{1}, k_{2}, \ldots, k_{m}
$$

Then our system, generally speaking, allows for $k_{1} k_{2} \ldots k_{m}$ solution sets. To be more precise, the product of the degrees of the equations is the maximal number of solutions. Sometimes this limit is reached (see Problem 23), but sometimes it is not. Nevertheless, this proposition is of importance, since it prevents the loss of solutions.

1. Solve the equation

$$
x^{2} \frac{(b+x)(x+c)}{(x-b)(x-c)}+b^{2} \frac{(b+c)(b+x)}{(b-c)(b-x)}+c^{2} \frac{(c+x)(c+b)}{(c-x)(c-b)}=(b+c)^{2} .
$$

[^0]2. Solve the equation
$a^{3}(b-c)(x-b)(x-c)+b^{3}(c-a)(x-c)(x-a)+$
$$
+c^{3}(a-b)(x-a)(x-b)=0
$$
and show that if the roots of this equation are equal, then exists one of the following equalities
$$
\frac{1}{\sqrt{\bar{a}}} \pm \frac{1}{\sqrt{\bar{b}}} \pm \frac{1}{\sqrt{\bar{c}}}=0
$$
3. Solve the equation
$$
\frac{(a-x) \sqrt{a-x}-(b-x) \sqrt{\overline{x-b}}}{\sqrt{a-x}+\sqrt{x-b}}=a-b .
$$
4. Solve the equation
$$
\sqrt{4 a+b-5 x}+\sqrt{4 b+a-5 x}-3 \sqrt{a+b-2 x}=0 .
$$
5. Prove that the roots of the equation
$$
(x-a)(x-c)+\lambda(x-b)(x-d)=0
$$
are real for any $\lambda$ if $a<b<c<d$.
6. Show that the roots of the equation $(x-a)(x-b)+(x-a)(x-c)+(x-b)(x-c)=0$ are always real.
7. Prove that at least one of the equations
\[

$$
\begin{aligned}
& x^{2}+p x+q=0 \\
& x^{2}+p_{1} x+q_{1}=0
\end{aligned}
$$
\]

has real roots if $p_{1} p=2\left(q_{1}+q\right)$.
8. Prove that the roots of the equation

$$
\begin{aligned}
& a(x-b)(x-c)+b(x-a)(x-c)+ \\
& +c(x-a)(x-b)=0
\end{aligned}
$$

are always real.
9. Find the values of $p$ and $q$ for which the roots of the equation

$$
x^{2}+p x+q=0
$$

are equal to $p$ and $q$.
10. Prove that for any real $x, y$ and $z$ there exists the following inequality

$$
x^{2}+y^{2}+z^{2}-x y-x z-y z \geqslant 0
$$

11. Let

$$
x+y+z=a
$$

Show that then

$$
x^{2}+y^{2}+z^{2} \geqslant \frac{a^{2}}{3}
$$

12. Prove the inequality

$$
x+y+z \leqslant \sqrt{3\left(x^{2}+y^{2}+z^{2}\right)}
$$

13. Let $\alpha$ and $\beta$ be the roots of the quadratic equation

$$
x^{2}+p x+q=0
$$

Put $\alpha^{k}+\beta^{k}=s_{k}$.
Express $s_{k}$ in terms of $p$ and $q$ at $k= \pm 1, \pm 2, \pm 3, \pm 4$, $\pm 5$.
14. Let $\alpha$ and $\beta$ be the roots of the quadratic equation

$$
x^{2}+p x+q=0 \quad(\alpha>0, \beta>0)
$$

Express $\sqrt[4]{\bar{\alpha}}+\sqrt[4]{\bar{\beta}}$ in terins of the coefficients of the equation.
15. Show that if the two equations

$$
A x^{2}+B x+C=0, \quad A^{\prime} x^{2}+B^{\prime} x+C^{\prime}=0
$$

have a common root, then

$$
\left(A C^{\prime}-C A^{\prime}\right)^{2}=\left(A B^{\prime}-B A^{\prime}\right)\left(E C^{\prime}-C B^{\prime}\right)
$$

16. Solve the system

$$
\begin{aligned}
& x(x+y+z)=a^{2} \\
& y(x+y+z)=b^{2} \\
& z(x+y+z)=c^{2} .
\end{aligned}
$$

17. Solve the system

$$
\begin{aligned}
& x(x+y+z)=a-y z \\
& y(x+y+z)=b-x z \\
& z(x+y+z)=c-x y
\end{aligned}
$$

18. Solve the system

$$
\begin{aligned}
& y+2 x+z=a(y+x)(z+x) \\
& z+2 y+x=b(z+y)(x+y) \\
& x+2 z+y=c(y+z)(x+z)
\end{aligned}
$$

19. Solve the system

$$
\begin{aligned}
& y+z+y z=a \\
& x+z+x z=b \\
& x+y+x y=c .
\end{aligned}
$$

20. Solve the system

$$
\begin{aligned}
& y z=a x \\
& z x=b y \quad(a>0, b>0, c>0) . \\
& x y=c z
\end{aligned}
$$

21. Solve the system

$$
\begin{aligned}
& x^{2}+y^{2}=c \cdot x y z \\
& x^{2}+z^{2}=b x y z \\
& y^{2}+z^{2}=a x y z
\end{aligned}
$$

22. Solve the system

$$
\begin{aligned}
& x(y+z)=a^{2} \\
& y(x+z)=b^{2} \\
& z(x+y)=c^{2} .
\end{aligned}
$$

23. Solve the system

$$
\begin{aligned}
& x^{3}=a x+b y \\
& y^{3}=b x+a y .
\end{aligned}
$$

24. Solve the system

$$
\begin{aligned}
x^{2} & =a+(y-z)^{2} \\
y^{2} & =b+(x-z)^{2} \\
z^{2} & =c+(x-y)^{2}
\end{aligned}
$$

25. Solve the system

$$
\begin{aligned}
& \frac{b(x+y)}{x+y+c x y}+\frac{c(z+x)}{x+z+b x z}=a \\
& \frac{c(y+z)}{y+z+a y z}+\frac{a(x+y)}{x+y+c x y}=b \\
& \frac{a(x+z)}{x+z+b x z}+\frac{b(y+z)}{y+z+a y z}=c .
\end{aligned}
$$

26. Solve the system

$$
\begin{aligned}
& x^{2}-y z=a \\
& y^{2}-x z=b \\
& z^{2}-x y=c
\end{aligned}
$$

27. Solve the system

$$
\begin{aligned}
& y^{2}+z^{2}-(y+z) x=a \\
& x^{2}+z^{2}-(x+z) y=b \\
& x^{2}+y^{2}-(x+y) z=c .
\end{aligned}
$$

28. Solve the system

$$
\begin{aligned}
& x^{2}+y^{2}+x y=c^{2} \\
& z^{2}+x^{2}+x z=b^{2} \\
& y^{2}+z^{2}+y z=a^{2}
\end{aligned}
$$

29. Solve the system

$$
\begin{aligned}
x^{3}+y^{3}+z^{3} & =a^{3} \\
x^{2}+y^{2}+z^{2} & =a^{2} \\
x+y+z & =a
\end{aligned}
$$

30. Solve the system

$$
\begin{aligned}
& x^{4}+y^{4}+z^{4}+u^{4}=a^{4} \\
& x^{3}+y^{3}+z^{3}+u^{3}=a^{3} \\
& x^{2}+y^{2}+z^{2}+u^{2}=a^{2} \\
& x+y+z+u=a
\end{aligned}
$$

31. Prove that systems of equalities (1) and (2) are equivalent, i.e. from existence of (1) follows the existence of (2) and conversely.

$$
\begin{array}{ll}
a^{2}+b^{2}+c^{2}=1, & a a^{\prime}+b b^{\prime}+c c^{\prime}=0 \\
a^{\prime 2}+b^{\prime 2}+c^{\prime 2}=1, & a^{\prime} a^{\prime \prime}+b^{\prime} b^{\prime \prime}+c^{\prime} c^{\prime \prime}=0 \\
a^{\prime 2}+b^{\prime \prime 2}+c^{\prime \prime 2}=1, & a a^{\prime \prime}+b b^{\prime \prime}+c c^{\prime \prime}=0 \\
a^{2}+a^{\prime 2}+a^{\prime \prime 2}=1, & a b+a^{\prime} b^{\prime}+a^{\prime \prime} b^{\prime \prime}=0 \\
b^{2}+b^{\prime 2}+b^{\prime \prime 2}=1, & b c+b^{\prime} c^{\prime}+b^{\prime \prime} c^{\prime \prime}=0  \tag{2}\\
c^{2}+c^{\prime 2}+c^{\prime 2}=1, & c a+c^{\prime} a^{\prime}+c^{\prime \prime} a^{\prime \prime}=0
\end{array}
$$

32. Eliminate $x, y$ and $z$ from the equalities
$x^{2}(y+z)=a^{3}, \quad y^{2}(x+z)=b^{3}, \quad z^{2}(x+y)=c^{3}, \quad x y z=a b c$.
33. Given

$$
\frac{y}{z}-\frac{z}{y}=a, \quad \frac{z}{x}-\frac{x}{z}=b, \quad \frac{x}{y}-\frac{y}{x}=c .
$$

Eliminate $x, y$ and $z$.
34. Eliminate $x, y, z$ from the system

$$
\begin{aligned}
& y^{2}+z^{2}-2 a y z=0 \\
& z^{2}+x^{2}-2 b x z=0 \\
& x^{2}+y^{2}-2 c x y=0
\end{aligned}
$$

35. Show that the elimination of $x, y$ and $z$ from the system
yields

$$
(a+b+c)(b+c-a)(a+c-b)(a+b-c)=0
$$

36. Eliminate $x$ and $y$ from the equations

$$
x+y=a, \quad x^{2}+y^{2}=b, \quad x^{3}+y^{3}=c .
$$

37. Eliminate $a, b, c$ from the system

$$
\begin{gathered}
\frac{x}{a}=\frac{y}{b}=\frac{z}{c} \\
a^{2}+b^{2}+c^{2}=1 \\
a+b+c=1
\end{gathered}
$$

38. Given

$$
\begin{aligned}
\frac{x}{y}+\frac{y}{z}+\frac{z}{x} & =\alpha \\
\frac{x}{z}+\frac{y}{x}+\frac{z}{y} & =\beta \\
\left(\frac{x}{y}+\frac{y}{z}\right)\left(\frac{y}{z}+\frac{z}{x}\right)\left(\frac{z}{x}+\frac{x}{y}\right) & =\gamma .
\end{aligned}
$$

Eliminate $x, y$ and $z$.
39. Prove that if

$$
\begin{gathered}
x+y+z+w=0 \\
a x+b y+c z+d w=0 \\
(a-d)^{2}(b-c)^{2}(x w+y z)+(b-d)^{2}(c-a)^{2}(y w+z x)+ \\
+(c-d)^{2}(a-b)^{2}(z w+x y)=0
\end{gathered}
$$

then

$$
\begin{aligned}
\frac{x}{(d-b)(d-c)(b-c)} & =\frac{y}{(d-c)(d-a)(c-a)}= \\
& =\frac{z}{(d-a)(d-b)(a-b)}=\frac{w}{(b-c)(c-a)(a-b)} .
\end{aligned}
$$

40. $1^{\circ}$ Let

$$
0<\alpha<\pi, \quad 0<\beta<\pi
$$

and

$$
\cos \alpha+\cos \beta-\cos (\alpha+\beta)=\frac{3}{2} .
$$

Prove that

$$
\alpha=\beta=\frac{\pi}{3} .
$$

$2^{\circ}$ Let

$$
0<\alpha<\pi, \quad 0<\beta<\pi
$$

and

$$
\cos \alpha \cos \beta \cos (\alpha+\beta)=-\frac{1}{8} .
$$

Prove that

$$
\alpha=\beta=\frac{\pi}{3}
$$

41. Let

$$
\cos \theta+\cos \varphi=a, \quad \sin \theta+\sin \varphi=b .
$$

Compute

$$
\cos (\theta+\varphi) \quad \text { and } \quad \sin (\theta+\varphi) .
$$

42. Given that $\alpha$ and $\beta$ are different solutions of the equation

$$
a \cos x+b \sin x=c .
$$

Prove that

$$
\cos ^{2} \frac{\alpha-\beta}{2}=\frac{c^{2}}{a^{2}+b^{2}} .
$$

43. Let

$$
\frac{\sin (0-\alpha)}{\sin (\theta-\beta)}=\frac{a}{b}, \quad \frac{\cos (0-\alpha)}{\cos (\theta-\beta)}=\frac{c}{d} .
$$

Prove that

$$
\cos (\alpha-\beta)=\frac{a c+b d}{a d+b c}
$$

44. Given

$$
\frac{e^{2}-1}{1+2 e \cos \alpha+e^{2}}=\frac{1+2 e \cos \beta+e^{2}}{e^{2}-1} .
$$

Prove that

$$
\begin{aligned}
& 1^{\circ} \frac{e^{2}-1}{1+2 e \cos \alpha+e^{2}}=\frac{e+\cos \beta}{e+\cos \alpha}= \pm \frac{\sin \beta}{\sin \alpha}=-\frac{1+e \cos \beta}{1+e \cos \alpha} \\
& 2^{\circ} \tan \frac{\alpha}{2} \cdot \tan \frac{\beta}{2}= \pm \frac{1+e}{1-e} .
\end{aligned}
$$

45. Prove that if

$$
\frac{\cos x-\cos \alpha}{\cos x-\cos \beta}=\frac{\sin ^{2} \alpha \cos \beta}{\sin ^{2} \beta \cos \alpha},
$$

then one of the values of $\tan \frac{x}{2}$ is $\tan \frac{\alpha}{2} \cdot \tan \frac{\beta}{2}$.
46. Let
$\cos \alpha=\cos \beta \cos \varphi=\cos \gamma \cos \theta, \sin \alpha=2 \sin \frac{\varphi}{2} \sin \frac{\theta}{2}$.
Prove that

$$
\tan ^{2} \frac{\alpha}{2}=\tan ^{2} \frac{\beta}{2} \cdot \tan ^{2} \frac{\gamma}{2} .
$$

47. Show that if

$$
(x-a) \cos \theta+y \sin \theta=(x-a) \cos \theta_{1}+y \sin \theta_{1}=a
$$

and

$$
\tan \frac{\theta}{2}-\tan \frac{\theta_{1}}{2}=2 l,
$$

then

$$
y^{2}=2 a x-\left(1-l^{2}\right) x^{2} .
$$

48. Prove that from the equalities

$$
x \cos \theta+y \sin \theta=x \cos \varphi+y \sin \varphi=2 a
$$

and

$$
2 \sin \frac{\theta}{2} \sin \frac{\varphi}{2}=1
$$

follows

$$
y^{2}=4 a(a-x)
$$

49. Let

$$
\cos \theta=\cos \alpha \cos \beta
$$

Prove that

$$
\tan \frac{\theta+\alpha}{2} \cdot \tan \frac{\theta-\alpha}{2}=\tan ^{2} \frac{\beta}{2} .
$$

50. Show that if

$$
\frac{\cos x}{a}=\frac{\cos (x+\theta)}{b}=\frac{\cos (x+2 \theta)}{c}=\frac{\cos (x+3 \theta)}{d},
$$

then

$$
\frac{a+c}{b}=\frac{b+d}{c} .
$$

51. Let

$$
\cos ^{2} \theta=\frac{\cos \alpha}{\cos \beta}, \quad \cos ^{2} \varphi=\frac{\cos \gamma}{\cos \beta}, \frac{\tan \theta}{\tan \varphi}=\frac{\tan \alpha}{\tan \gamma} .
$$

Prove that

$$
\tan ^{2} \frac{\alpha}{2} \cdot \tan ^{2} \frac{\gamma}{2}=\tan ^{2} \frac{\beta}{2} .
$$

52. Prove that if
$\cos \theta=\cos \alpha \cos \beta, \quad \cos \varphi=\cos \alpha_{1} \cos \beta, \quad \tan \frac{\theta}{2} \tan \frac{\varphi}{2}=\tan \frac{\beta}{2}$, then

$$
\sin ^{2} \beta=\left(\frac{1}{\cos \alpha}-1\right)\left(\frac{1}{\cos \alpha_{1}}-1\right)
$$

53. Let

$$
\begin{aligned}
& x \cos (\alpha+\beta)+\cos (\alpha-\beta)=x \cos (\beta+\gamma)+\cos (\beta-\gamma)= \\
&=x \cos (\gamma+\alpha)+\cos (\gamma-\alpha) .
\end{aligned}
$$

Prove that

$$
\frac{\tan \alpha}{\tan \frac{1}{2}(\beta+\gamma)}=\frac{\tan \beta}{\tan \frac{1}{2}(\alpha+\gamma)}=\frac{\tan \gamma}{\tan \frac{1}{2}(\alpha+\beta)} .
$$

54. Prove that if

$$
\frac{\sin (\theta-\beta) \cos \alpha}{\sin (\varphi-\alpha) \cos \beta}+\frac{\cos (\alpha+\theta) \sin \beta}{\cos (\varphi-\beta) \sin \alpha}=0
$$

and

$$
\frac{\tan A \tan \alpha}{\tan \varphi \tan \beta}+\frac{\cos (\alpha-\beta)}{\cos (\alpha+\beta)}=0,
$$

then

$$
\tan \theta=\frac{1}{2}(\tan \beta+\cot \alpha), \quad \tan \varphi=\frac{1}{2}(\tan \alpha-\cot \beta) .
$$

55. Given

$$
n^{2} \sin ^{2}(\alpha+\beta)=\sin ^{2} \alpha+\sin ^{2} \beta-2 \sin \alpha \sin \beta \cos (\alpha-\beta) .
$$

Prove that

$$
\tan \alpha=\frac{1 \pm n}{1 \mp n} \tan \beta .
$$

56. Eliminate $\theta$ from the equations

$$
\cos (\alpha-3 \theta)=m \cos ^{3} \theta, \quad \sin (\alpha-3 \theta)=m \sin ^{3} \theta .
$$

57. Eliminate 0 from the equations

$$
\begin{gathered}
(a-b) \sin (\theta+\varphi)=(a+b) \sin (\theta-\varphi), \\
a \tan \frac{\theta}{2}-b \tan \frac{\varphi}{2}=c .
\end{gathered}
$$

58. Show that the result of elimination of 0 and $p$ from the equations

$$
\cos \theta=\frac{\sin \beta}{\sin \alpha}, \quad \cos \varphi=\frac{\sin \gamma}{\sin \alpha}, \quad \cos (\theta-\varphi)=\sin \beta \sin \gamma
$$

is

$$
\tan ^{2} \alpha=\tan ^{2} \beta+\tan ^{2} \gamma .
$$

59. Eliminate $\theta$ and $\varphi$ from the equations $a \sin ^{2} \theta+b \cos ^{2} \theta=a \cos ^{2} \varphi+b \sin ^{2} \varphi=1$,

$$
a \tan \theta=b \tan \varphi .
$$

60. Prove that if

$$
\cos (\theta-\alpha)=a, \quad \sin (\theta-\beta)=b
$$

then

$$
a^{2}-2 a b \sin (\alpha-\beta)+b^{2}=\cos ^{2}(\alpha-\beta)
$$

61. Solve the equation

$$
\cos 3 x \cos ^{3} x+\sin 3 x \sin ^{3} x=0
$$

62. Solve the equation

$$
\sin 2 x+\cos 2 x+\sin x+\cos x+1=0
$$

63. Solve the equation

$$
\tan ^{2} x=\frac{1-\cos x}{1-\sin x}
$$

64. Solve the equation

$$
32 \cos ^{6} x-\cos 6 x=1
$$

65. Solve and analyze the equation

$$
\sin 3 x+\sin 2 x=m \sin x .
$$

66. Solve the equation

$$
(1+k) \frac{\cos x \cos (2 x-\alpha)}{\cos (x-\alpha)}=1+k \cos 2 x .
$$

67. Solve the equation

$$
\sin ^{4} x+\cos ^{4} x-2 \sin 2 x+\frac{3}{4} \sin ^{2} 2 x=0
$$

68. Solve the equation

$$
2 \log _{x} a+\log _{a x} a+3 \log _{a 2 x} a=0
$$

69. Find the positive solutions of the system

$$
x^{x+y}=y^{a}, \quad y^{x+y}=x^{4 a} \quad(a>0) .
$$

70. Find the positive values of the unknowns $x, y, u$ and $v$ satisfying the system

$$
\begin{gathered}
u^{p} v^{q}=a^{x}, \quad u^{q} v^{p}=a^{y}, \quad u^{x} v^{y}=b, \quad u^{y} v^{x}=c \\
\left(a, b, c>0 \text { and } p^{2}-q^{2} \neq 0\right) .
\end{gathered}
$$

## 6. COMPLEX NUMBERS AND POLYNOMIALS

We proceed here from the assumption that the principal operations with complex numbers (i.e. addition, multiplication, division and evolution) are already known to the reader. Likewise, we take as known the trigonometric form of a complex number and de Moivre's formula. In factoring polynomials and solving certain higher-degree equations an important role is played by the so-called remainder theorem (stated by the French mathematician Bézout), usually considered in textbooks of elementary algebra. Let us recall it: if $f(x)$ is a polynomial in $x$ and if $f(a)=0$, then $f(x)$ is exactly divisible by $x-a$. Hence (assuming that the polynomial has one root) follows the possibility of resolving an $n$ th-degree polynomial into $n$, equal or unequal, linear factors as well as the following proposition used here repeatedly: if it is known that a certain $n$ th-degree polynomial in $x$ vanishes at $n+1$ different values of $x$, then such a polynomial identically equals zero. Consequently, if two polynomials of the $n$th degree ni $x$ attain equal values at $n+1$ different values of $x$, then such polynomials are identically equal to each other, that is, the coefficients of equal powers of $x$ coincide. Finally, let us mention the relationship between the roots of an $n$ th-degree equation and its coefficients. Let the polynomial

$$
x^{n}+p_{1} x^{n-1}+p_{2} x^{n-2}+\ldots+p_{n-1} x+p_{n}
$$

have the roots $x_{1}, x_{2}, \ldots, x_{n}$, so that there exists the factorization
$x^{n}+p_{1} x^{n-1}+p_{2} x^{2-2}+\ldots+p_{n}=\left(x-x_{1}\right)\left(x-x_{2}\right) \ldots\left(x-x_{n}\right)$.
We then have the relations:

$$
\begin{gathered}
x_{1}+x_{2}+\ldots+x_{n}=-p_{1} \\
x_{1} x_{2}+x_{1} x_{3}+\ldots+x_{1} x_{n}+x_{2} x_{3}+\ldots+x_{n-1} x_{n}=p_{2} \\
x_{1} x_{2} x_{3}+\ldots+x_{n-2} x_{n-1} x_{n}=-p_{3}
\end{gathered}
$$

$$
x_{1} x_{2} \ldots x_{n}= \pm p_{n}
$$

1. Let $x$ and $y$ be two complex numbers. Prove that

$$
|x+y|^{2}+|x-y|^{2}=2\left\{|x|^{2}+|y|^{2}\right\} .
$$

The symbol $|\alpha|$ denotes the modulus of the complex number $\alpha$.
2. Find all the complex numbers satisfying the following condition
$1^{\circ} \bar{x}=x^{2}$;
$2^{\circ} \bar{x}=x^{3}$.
The symbol $\bar{x}$ denotes the number conjugate of $x$.
3. Prove that

$$
\begin{aligned}
& \sqrt{\left(a_{1}+a_{2}+\ldots+a_{n}\right)^{2}+\left(b_{1}+b_{2}+\ldots+b_{n}\right)^{2}} \leqslant \sqrt{a_{1}^{2}+b_{1}^{2}}+ \\
&+\sqrt{a_{2}^{2}+b_{2}^{2}}+\ldots+\sqrt{a_{n}^{2}+b_{n}^{2}}
\end{aligned}
$$

where $a_{i}$ and $b_{i}$ are any real numbers ( $i=1,2,3, \ldots, n$ ).
4. Show that

$$
\begin{aligned}
(a+b+c)\left(a+b \varepsilon+c \varepsilon^{2}\right)\left(a+b \varepsilon^{2}\right. & +c \varepsilon) \\
= & \\
& =a^{3}+b^{3}+c^{3}-3 a b c
\end{aligned}
$$

if

$$
\varepsilon^{2}+\varepsilon+1=0
$$

5. Prove that

$$
\begin{aligned}
\left(a^{2}+b^{2}+\right. & \left.c^{2}-a b-a c-b c\right) \times \\
& \times\left(x^{2}+y^{2}+z^{2}-x y-x z-y z\right)= \\
& =X^{2}+Y^{2}+Z^{2}-X Y-X Z-Y Z
\end{aligned}
$$

if

$$
\begin{aligned}
& X=a x+c y+b z \\
& Y=c x+b y+a z \\
& Z=b x+a y+c z
\end{aligned}
$$

6. Given

$$
\begin{aligned}
& x+y+z=A \\
& x+y \varepsilon+z \varepsilon^{2}=B \\
& x+y \varepsilon^{2}+z \varepsilon=C
\end{aligned}
$$

Here and in the next problem $\varepsilon$ is determined by the equa lity

$$
\varepsilon^{2}+\varepsilon+1=0
$$

$1^{\circ}$ Express $x, y, z$ in terms of $A, B$, and $C$.
$2^{\circ}$ Prove that

$$
|A|^{2}+|B|^{2}+|C|^{2}=3\left\{|x|^{2}+|y|^{2}+|z|^{2}\right\}
$$

7. Let
$A=x+y+z, \quad A^{\prime}=x^{\prime}+y^{\prime}+z^{\prime}, \quad A A^{\prime}=x^{\prime \prime}+y^{\prime \prime}+z^{\prime \prime}$,
$B=x+y \varepsilon+z \varepsilon^{2}, B^{\prime}=x^{\prime}+y^{\prime} \varepsilon+z^{\prime} \varepsilon^{2}, B B^{\prime}=x^{\prime \prime}+y^{\prime \prime} \varepsilon+z^{\prime \prime} \varepsilon^{2}$;
$C=x+y \varepsilon^{2}+z \varepsilon, \quad C^{\prime}=x^{\prime}+y^{\prime} \varepsilon^{2}+z^{\prime} \varepsilon, \quad C C^{\prime}=x^{\prime \prime}+y^{\prime \prime} \varepsilon^{2}+z^{\prime \prime} \varepsilon$.
Express $x^{\prime \prime}, y^{\prime \prime}$ and $z^{\prime \prime}$ in terms of $x, y, z$ and $x^{\prime}, y^{\prime}, z^{\prime}$.
8. Prove the identity

$$
\begin{aligned}
& (a x-b y-c z-d t)^{2}+(b x+a y-d z+c t)^{2}+ \\
& +(c x+d y+a z-b t)^{2}+(d x-c y+b z+a t)^{2}= \\
& \quad=\left(a^{2}+b^{2}+c^{2}+d^{2}\right)\left(x^{2}+y^{2}+z^{2}+t^{2}\right)
\end{aligned}
$$

9. Prove the following equalities

$$
1^{\circ} \frac{\cos n \varphi}{\cos ^{n} \varphi}=1-\binom{n}{2} \tan ^{2} \varphi+\binom{n}{4} \tan ^{4} \varphi-\ldots+A,
$$

where

$$
\begin{gathered}
A=(-1)^{\frac{n}{2}} \tan ^{n} \varphi \quad \text { if } n \text { is even, } \\
A=(-1)^{\frac{n-1}{2}}\binom{n}{n-1} \tan ^{n-1} \varphi \quad \text { if } n \text { is odd; } \\
2^{\circ} \frac{\sin n \varphi}{\cos ^{n} \varphi}=\binom{n}{1} \tan \varphi-\binom{n}{3} \tan ^{3} \varphi+\binom{n}{5} \tan ^{5} \varphi+\ldots+A,
\end{gathered}
$$

where

$$
\begin{array}{ll}
A=(-1)^{\frac{n-2}{2}}\binom{n}{n-1} \tan ^{n-1} \varphi & \text { if } n \text { is even, } \\
A=(-1)^{\frac{n-1}{2}} \tan ^{n} \varphi & \text { if } n \text { is odd }
\end{array}
$$

Here and in the following problems

$$
\binom{n}{k}=C_{n}^{k}=\frac{n(n-1) \ldots(n-k+1)}{1 \cdot 2 \cdot 3 \cdot \ldots \cdot k} .
$$

10. Prove the following equalities
$1^{\circ} 2^{2 m} \cos ^{2 m} x=\sum_{\substack{k=0 \\ k=m-1}}^{k=m-1} 2\binom{2 m}{k} \cos 2(m-k) x+\binom{2 m}{m}$;
$2^{\circ} 2^{2 m} \sin ^{2 m} x=\sum_{k=0}^{k=m-1}(-1)^{m+k} 2\binom{2 m}{k} \cos 2(m-k) x+$

$$
+\binom{2 m}{m} ;
$$

$3^{\circ} 2^{2 m} \cos ^{2 m+1} x=\sum_{\substack{k=0 \\ k=m}}^{k=m}\binom{2 m+1}{k} \cos (2 m-2 k+1) x ;$
$4^{\circ} 2^{2 m} \sin ^{2 m+1} x=\sum_{k=0}^{k=m}(-1)^{m+k}\binom{2 m+1}{k} \sin (2 m-2 k+1) x$.
11. Let
$u_{n}=\cos \alpha+r \cos (\alpha+\theta)+r^{2} \cos (\alpha+2 \theta)+\ldots+$ $+r^{n} \cos (\alpha+n \theta)$,
$v_{n}=\sin \alpha+r \sin (\alpha+\theta)+r^{2} \sin (\alpha+2 \theta)+\ldots+$ $+r^{n} \sin (\alpha+n \theta)$.
Show that

$$
\begin{aligned}
& u_{n}=\frac{\cos \alpha-r \cos (\alpha-\theta)-r^{n+1} \cos [(n+1) \theta+\alpha]+r^{n+2} \cos (n \theta+\alpha)}{1-2 r \cos \theta+r^{2}}, \\
& v_{n}=\frac{\sin \alpha \quad r \sin (\alpha-\theta)-r^{n+1} \sin [(n+1) \theta+\alpha]+r^{n+2} \sin (n \theta+\alpha)}{1-2 r \cos \theta+r^{2}} .
\end{aligned}
$$

12. Simplify the following sums
$1^{\circ} S=1+n \cos \theta+\frac{n(n-1)}{1 \cdot 2} \cos 2 \theta+\ldots=$

$$
=\sum_{k=0}^{k=n} C_{n}^{k} \cos k \theta, \quad\left(C_{n}^{0}=1\right) ;
$$

$$
2^{\circ} S^{\prime}=n \sin 0+\frac{n(n-1)}{1 \cdot 2} \sin 2 \theta+\ldots=\sum_{k=-0}^{k=n} C_{n}^{k} \sin h_{0} 0
$$

13. Prove the identity
$\sin ^{2 p} \alpha+\sin ^{2 p} 2 \alpha+\sin ^{2 p} 3 \alpha+\ldots+\sin ^{2 p} n \alpha=$

$$
=\frac{1}{2}+n \frac{1 \cdot 3 \cdot 5 \cdot \ldots \cdot(2 p-1)}{2 \cdot 4 \cdot(j \cdot \ldots \cdot 2 p}
$$

if $\alpha=\frac{\pi}{2 n}$ and $p<2 n$ ( $p$ a positive integer).
14. Prove that
$1^{\circ}$ The polynomial $x\left(x^{n-1}-n a^{n-1}\right)+a^{n}(n-1)$ is divisible by $(x-a)^{2}$.
$2^{\circ}$ The polynomial $\left(1-x^{n}\right)(1+x)-2 n x^{n}(1-x)-$ $-n^{2} x^{n}(1-x)^{2}$ is divisible by $(1-x)^{3}$.
15. Prove that
$1^{\circ}(x+y)^{n}-x^{n}-y^{n}$ is divisible by $x y(x+y) \times$ $\times\left(x^{2}+x y+y^{2}\right)$ if $n$ is an odd number not divisible by 3 .
$2^{\circ}(x+y)^{n}-x^{n}-y^{n}$ is divisible by $x y(x+y) \times$ $\times\left(x^{2}+x y+y^{2}\right)^{2}$ if $n$, when divided by 6 , yields unity as a remainder, i.e. if $n \equiv 1(\bmod 6)$.
16. Show that the following identities are true
$1^{\circ}(x+y)^{3}-x^{3}-y^{3}=3 x y(x+y) ;$
$2^{\circ}(x+y)^{5}-x^{5}-y^{5}=5 x y(x+y)\left(x^{2}+x y+y^{2}\right) ;$
$3^{\circ}(x+y)^{7}-x^{7}-y^{7}=7 x y(x+y)\left(x^{2}+x y+y^{2}\right)^{2}$.
17. Show that the expression

$$
(x+y+z)^{m}-x^{m}-y^{m}-z^{m} \quad(m \text { odd })
$$

is divisible by

$$
(x+y+z)^{3}-x^{3}-y^{3}-z^{3}
$$

18. Find the condition necessary and sufficient for $x^{3}+$ $+y^{3}+z^{3}+k x y z$ to be divisible by $x+y+z$.
19. Deduce the conditon at which $x^{n}-a^{n}$ is divisible by $x^{p}-a^{p}(n$ and $p$ positive integers).
20. Find out whether the polynomial $x^{4 a}+x^{4 b+1}+$ $+x^{4 c+2}+x^{4 d+3}(a, b, c, d$ positive integers) is divisible by $x^{3}+x^{2}+x+1$
21. Find out at what $n$ the polynomial $1+x^{2}+x^{4}+$ $+\ldots+x^{2 n-2}$ is divisible by the polynomial $1+x+x^{2}+$ $+\ldots+x^{n-1}$.
22. Prove that
$1^{\circ}$ The polynomial $(\cos \varphi+x \sin \varphi)^{n}-\cos n \varphi-$ $-x \sin n \varphi$ is divisible by $x^{2}+1$.
$2^{\circ}$ The polynomial $x^{n} \sin \varphi-\rho^{n-1} x \sin n \varphi+$ $+\rho^{n} \sin (n-1) \varphi$ is divisible by $x^{2}-2 \rho x \cos \varphi+\rho^{2}$.
23. Find out at what values of $p$ and $q$ the binomial $x^{4}+1$ is divisible by $x^{2}+p x+q$.
24. Single out the real and imaginary parts in the expression $\sqrt{a+b} i$, i.e. represent this expression in the form $x+y i$, where $x$ and $y$ are real.
25. Find all the roots of the equation

$$
x^{n_{0}}=1 .
$$

26. Find the sum of the $p$ th powers of the roots of the equation

$$
x^{n}=1 \text { ( } p \text { a positive integer). }
$$

27. Let

$$
\varepsilon=\cos \frac{2 \pi}{n}+i \sin \frac{2 \pi}{n}(n \text { a positive integer })
$$

and let

$$
\begin{aligned}
& A_{k}=x+y \varepsilon^{k}+z \varepsilon^{2 k}+\ldots+w \varepsilon^{(n-1) k} \\
&(k=0,1,2, \ldots, n-1)
\end{aligned}
$$

where $x, y, z, \ldots, u, w$ are $n$ arbitrary complex numbers.
Prove that

$$
\sum_{k=0}^{k=n-1}\left|A_{k}\right|^{2}=n\left\{|x|^{2}+|y|^{2}+|z|^{2}+\ldots+|w|^{2}\right\}
$$

(see Problem 6).
28. Prove the identities

$$
\begin{aligned}
& 1^{\circ} x^{2 n}-1=\left(x^{2}-1\right) \sum_{\substack{k=1 \\
k=n}}^{k=n-1}\left(x^{2}-2 x \cos \frac{k \pi}{n}+1\right) \\
& 2^{\circ} x^{2 n+1}-1=(x-1) \prod_{k=1}\left(x^{2}-2 x \cos \frac{2 k \pi}{2 n+1}+1\right)
\end{aligned}
$$

$$
\begin{aligned}
& 3^{\circ} x^{2 n+1}-1=(x+1) \prod_{k=1}^{k=n}\left(x^{2}+2 x \cos \frac{2 k \pi}{2 n+1}+1\right) \\
& 4^{\circ} x^{2 n}+1=\prod_{k=0}^{k=n-1}\left(x^{2}-2 x \cos \frac{(2 k+1) \pi}{2 n}+1\right)
\end{aligned}
$$

29. Prove the identities
$1^{\circ} \sin \frac{\pi}{2 n} \sin \frac{2 \pi}{2 n} \ldots \sin \frac{(n-1) \pi}{2 n}=\frac{V \bar{n}}{2^{n-1}} ;$
$2^{\circ} \cos \frac{2 \pi}{2 n+1} \cos \frac{4 \pi}{2 n+1} \ldots \cos \frac{2 n \pi}{2 n+1}=\frac{(-1)^{\frac{n}{2}}}{2^{n}}$
if $n$ is even.
30. Lel the equation $x^{n}=1$ have the roots $1, \alpha, \beta, \gamma, \ldots, \lambda$. Show that

$$
(1-\alpha)(1-\beta)(1-\gamma) \cdots(1-\lambda)=n
$$

31. Let

$$
x_{1}, x_{2}, \ldots, x_{n}
$$

be the roots of the equation

$$
x^{n}+x^{n-1}+\ldots+x+1=0
$$

Compute the expression

$$
\frac{1}{x_{1}-1}+\frac{1}{x_{2}-1}+\ldots+\frac{1}{x_{n}-1}
$$

32. Without solving the equations

$$
\begin{aligned}
& \frac{x^{2}}{\mu^{2}}+\frac{y^{2}}{\mu^{2}-b^{2}}+\frac{z^{2}}{\mu^{2}-c^{2}}=1 \\
& \frac{x^{2}}{v^{2}}+\frac{y^{2}}{v^{2}-b^{2}}+\frac{z^{2}}{v^{2}-c^{2}}=1 \\
& \frac{x^{2}}{\rho^{2}}+\frac{y^{2}}{\rho^{2}-b^{2}}+\frac{z^{2}}{\rho^{2}-c^{2}}=1
\end{aligned}
$$

find

$$
x^{2}+y^{2}+z^{2}
$$

33. Prove that if $\cos \alpha+i \sin \alpha$ is the solution of the equation

$$
x^{n}+p_{1} x^{n-1}+\ldots+p_{n}=0
$$

then $p_{1} \sin \alpha+p_{2} \sin 2 \alpha+\ldots+p_{n} \sin n \alpha=0\left(p_{1}, p_{2}, \ldots\right.$, $p_{n}$ are real).
34. If $a, b, c, \ldots, k$ are the roots of the equation

$$
x^{n}+p_{1} x^{n-1}+p_{2} x^{n-2}+\ldots+p_{n-1} x+p_{n}=0
$$

( $p_{1}, p_{2}, \ldots, p_{n}$ are real), then prove that $\left(1+a^{2}\right)\left(1+b^{2}\right) \ldots\left(1+k^{2}\right)=$

$$
=\left(1-p_{2}+p_{4}-\ldots\right)^{2}+\left(p_{1}-p_{3}+p_{5}-\ldots\right)^{2} .
$$

35. Show that if the equations

$$
\begin{aligned}
& x^{3}+p x+q=0 \\
& x^{3}+p^{\prime} x+q^{\prime}=0
\end{aligned}
$$

have a common root, then

$$
\left(p q^{\prime}-q p^{\prime}\right)\left(p-p^{\prime}\right)^{2}=\left(q-q^{\prime}\right)^{3}
$$

36. Prove the following identities
$1^{\circ} \sqrt[3]{\cos \frac{2 \pi}{7}}+\sqrt[3]{\cos \frac{4 \pi}{7}}+\sqrt[3]{\cos \frac{8 \pi}{7}}=$

$$
=\sqrt[3]{\frac{1}{2}(5-3 \sqrt[3]{7})}
$$

$2^{\circ} \sqrt[3]{\cos \frac{2 \pi}{9}}+\sqrt[3]{\cos \frac{4 \pi}{9}}+\sqrt[3]{\cos \frac{8 \pi}{9}}=\sqrt[3]{\frac{1}{2}(3 \sqrt[3]{9}-6)}$.
37. Let $a+b+c=0$.

Put

$$
a^{k}+b^{k}+c^{k}=s_{k} .
$$

Prove the following relations (see Problems 23, 24, 26 of Sec. 1)

$$
\begin{array}{rlrl}
2 s_{4} & =s_{2}^{2}, & 6 s_{5}=5 s_{2} s_{3} \\
6 s_{7} & =7 s_{3} s_{4}, & 10 s_{7}=7 s_{2} s_{5} \\
25 s_{7} s_{3} & =21 s_{5}^{2}, \quad 50 s_{7}^{2}=49 s_{4} s_{5}^{2} \\
s_{n+3} & =a b c s_{n}+\frac{1}{2} s_{2} s_{n+1}
\end{array}
$$

38. $1^{\circ}$ Given

$$
\begin{aligned}
& x+y=u+v \\
& x^{2}+y^{2}=u^{2}+v^{2}
\end{aligned}
$$

Prove that

$$
x^{n}+y^{n}=u^{n}+v^{n}
$$

for any $n$.
$2^{\circ}$ Given

$$
\begin{aligned}
x+y+z & =u+v+t \\
x^{2}+y^{2}+z^{2} & =u^{2}+v^{2}+t^{2} \\
x^{3}+y^{3}+z^{3} & =u^{3}+v^{3}+t^{3} .
\end{aligned}
$$

Prove that

$$
x^{n}+y^{n}+z^{n}=u^{n}+v^{n}+t^{n}
$$

for any $n$.
39. Let

$$
A=x_{1}+x_{2} \varepsilon+x_{3} \varepsilon^{2}, \quad B=x_{1}+x_{2} \varepsilon^{2}+x_{3} \varepsilon
$$

where

$$
\varepsilon^{2}+\varepsilon+1=0
$$

and $x_{1}, x_{2}, x_{3}$ are the roots of the cubic equation

$$
x^{3}+p x+q=0
$$

Prove that $A^{3}$ and $B^{3}$ are the roots of the quadratic equation

$$
z^{2}+27 q z-27 p^{3}=0
$$

40. Solve the equation
if

$$
(x+a)(x+b)(x+c)(x+d)=m
$$

$$
a+b=c+d
$$

41. Solve the equation

$$
(x+a)^{4}+(x+b)^{4}=c
$$

42. Solve the equation

$$
\begin{aligned}
&(x+b+c)(x+a+c)(x+a+b)(a+b+c)- \\
&-a b c x=0
\end{aligned}
$$

43. Solve the equation

$$
x^{3}+3 a x^{2}+3\left(a^{2}-b c\right) x+a^{3}+b^{3}+c^{3}-3 a b c=0
$$

44. Solve the equation

$$
a x^{4}+b x^{3}+c x^{2}+d x+e=0
$$

if

$$
a+b=b+c+d=d+c
$$

45. Solve the equation

$$
(a+b+x)^{3}-4\left(a^{3}+b^{3}+x^{3}\right)-12 a b x=0
$$

46. Solve the equation

$$
x^{2}+\frac{a^{2} x^{2}}{(a+x)^{2}}=m \quad(a \text { and } m>0) .
$$

Deduce the condition under which all the roots are real, and determine the number of positive and negative roots.
47. Solve the equation

$$
\frac{\left(5 x^{4}+10 x^{2}+1\right)\left(5 a^{4}+10 a^{2}+1\right)}{\left(x^{4}+10 x^{2}+1\right)\left(a^{4}+10 a^{2}+5\right)}=a x .
$$

48. Solve the equation

$$
\begin{aligned}
& 1+\frac{a_{1}}{x-a_{1}}+\frac{a_{2} x}{\left(x-a_{1}\right)\left(x-a_{2}\right)}+\frac{a_{3} x^{2}}{\left(x-a_{1}\right)\left(x-a_{2}\right)\left(x-a_{3}\right)}+\ldots+ \\
& \quad+\frac{a_{2 m} x^{2 m-1}}{\left(x-a_{1}\right)\left(x-a_{2}\right) \ldots\left(x-a_{2 m}\right)}=\frac{2 p x^{m}-p^{2}}{\left(x-a_{1}\right)\left(x-a_{2}\right) \ldots\left(x-a_{2 m}\right)} .
\end{aligned}
$$

49. $1^{\circ}$ Solve the equation

$$
x^{3}+p x^{2}+q x+r=0
$$

if $x_{1}^{2}=x_{2} x_{3}$.
$2^{\circ}$ Solve the equation

$$
x^{3}+p x^{2}+q x+r=0 \quad \text { if } x_{1}=x_{2}+x_{3}
$$

50. $1^{\circ}$ Solve the system

$$
\begin{aligned}
& y^{3}+z^{3}+a^{3}=3 a y z \\
& z^{3}+x^{3}+b^{3}=3 b z x \\
& x^{3}+y^{3}+c^{3}=3 c x y
\end{aligned}
$$

$2^{\circ}$ Solve the system

$$
x^{4}-a=y^{4}-b=z^{4}-c=u^{4}-d=x y z u
$$

if $a+b+c+d=0$.
51. In the expansion $1+(1+x)+\ldots+(1+x)^{n}$ in powers of $x$ find the term containing $x^{k}$.
52. Prove that the coefficient of $\cdot x^{s}$ in the expansion in powers of $x$ of the expression $\left\{(s-2) x^{2}+n x-s\right\}(x+1)^{n}$ is equal to

$$
n C_{n}^{s-2}
$$

53. Prove that for $x>1 p x^{q}-q x^{p}-p+q>0(p, q$ positive integers and $q>p$ ).
54. Let $x$ and $a$ be positive numbers. Determine the greatest term in the expansion of $(x+a)^{n}$.
55. Prove that

$$
1^{\circ} i^{m}-i(i-1)^{m}+\frac{i(i-1)}{1 \cdot 2}(i-2)^{m}+\ldots+(-1)^{i-1} i \cdot 1^{m}=0
$$

if $i>m$.

$$
\begin{aligned}
2^{\circ} m^{m}-m(m-1)^{m}+\frac{m(m-1)}{1 \cdot 2}(m-2)^{m} & +\ldots+ \\
& +(-1)^{m-1} m=m!
\end{aligned}
$$

( $i$ and $m$ positive integers).
56. Prove the identity

$$
\begin{aligned}
& \left(x^{2}+a^{2}\right)^{n}=\left\{x^{-2}-C_{n}^{2} x^{n-2} a^{2}+C_{n}^{4} x^{n-4} a^{4}-\ldots\right\}^{2}+ \\
& \\
& \quad+\left\{C_{n}^{1} x^{n-1} a-C_{n}^{3} x^{n-3} a^{3}+\ldots\right\}^{2}
\end{aligned}
$$

57. Determine the coefficient of $x^{l}(l=0,1, \ldots, 2 n)$ in the following products

$$
\begin{aligned}
& \begin{aligned}
& 1^{\circ}\left\{1+x+x^{2}+\ldots+x^{n}\right\}\left\{1+x+x^{2}+\ldots+x^{n}\right\} ; \\
& 2^{\circ}\left\{1+x+x^{2}+\ldots+x^{n}\right\}\left\{1-x+x^{2}-x^{3}+\ldots+\right. \\
&\left.+(-1)^{n} x^{n}\right\} ;
\end{aligned} \\
& \begin{array}{r}
3^{\circ}\left\{1+2 x+3 x^{2}+\ldots+(n+1) x^{n}\right\}\left\{1+2 x+3 x^{2}+\ldots+\right. \\
\\
\\
4^{\circ}\left\{(n+1) x^{n}\right\} ;
\end{array} \\
& \left.\quad+(-1)^{n}(n+1) x^{n}\right\} .
\end{aligned}
$$

58. Prove that
$1^{\circ} 1+C_{n}^{2}+C_{n}^{4}+\ldots=C_{n}^{1}+C_{n}^{3}+\ldots=2^{n-1}$;
$2^{\circ} C_{2 n}^{1}+C_{2 n}^{3}+\ldots+C_{2 n}^{n-1}=2^{2 n-2}$ if $n$ is even;
$3^{\circ} 1+C_{2 n}^{2}+\ldots+C_{2 n}^{n-1}=2^{2-2}$ if $n$ is odd.
59. Prove the identities
$1^{\circ} C_{n}^{0}+C_{n}^{3}+C_{n}^{6}+\ldots=\frac{1}{3}\left(2^{n}+2 \cos \frac{n \pi}{3}\right)$;
$2^{\circ} C_{n}^{1}+C_{n}^{4}+C_{n}^{7}+\ldots=\frac{1}{3}\left(2^{\imath}+2 \cos \frac{(n-2) \pi}{3}\right) ;$
$3^{\circ} C_{n}^{2}+C_{n}^{5}+C_{n}^{8}+\ldots=\frac{1}{3}\left(2^{n}+2 \cos \frac{(n-4) \pi}{3}\right)$.
60. Prove that
$1^{\cup} C_{n}^{0}+C_{n}^{4}+C_{n}^{8}+\ldots=\frac{1}{2}\left(2^{:-1}+2^{\frac{n}{2}} \cos \frac{n \pi}{4}\right)$;
$2^{\circ} C_{n}^{1}+C_{n}^{5}+C_{n}^{9}+\ldots=\frac{1}{2}\left(2^{n-1}+2^{\frac{n}{2}} \sin \frac{n \pi}{4}\right) ;$
$3^{\circ} C_{n}^{2}+C_{n}^{6}+C_{n}^{10}+\ldots=\frac{1}{2}\left(2^{n-1}-2^{\frac{n}{2}} \cos \frac{n \pi}{4}\right) ;$
$4^{\circ} C_{n}^{3}+C_{n}^{7}+C_{n}^{11}+\ldots=\frac{1}{2}\left(2^{\imath-1}-2^{\frac{n}{2}} \sin \frac{n \pi}{4}\right)$.
61. Prove the equality

$$
1^{2}+2^{2}+\ldots+n^{2}=C_{n+1}^{2}+2\left(C_{n}^{2}+C_{n-1}^{2}+\ldots+C_{2}^{2}\right)
$$

62. If $a_{1}, a_{2}, a_{3}$ and $a_{4}$ are four successive coefficients in the expansion of $(1+x)^{n}$ in powers of $x$, then

$$
\frac{a_{1}}{a_{1}+a_{2}}+\frac{a_{3}}{a_{3}+a_{4}}=\frac{2 a_{2}}{a_{2}+a_{3}} .
$$

63. Prove the identity

$$
\begin{array}{r}
\frac{1}{1(n-1)!}+\frac{1}{3!(n-3)!}+\frac{1}{5!(n-5)!}+\ldots+\frac{1}{(n-1)!1!}=\frac{2^{n-1}}{n!} \\
(n \text { even }) .
\end{array}
$$

64. Find the magnitude of the sum

$$
s=C_{n}^{1}-3 C_{n}^{3}+3^{2} C_{n}^{5}-3^{3} C_{n}^{7}+\ldots
$$

65. Find the magnitudes of the following sums

$$
\begin{aligned}
\sigma & =1-C_{n}^{2}+C_{n}^{4}-C_{n}^{6}+\ldots \\
\sigma^{\prime} & =C_{n}^{1}-C_{n}^{3}+C_{n}^{5}-C_{n}^{\overline{1}}+\ldots
\end{aligned}
$$

66. Prove the identities
$1^{\circ} C_{n}^{0}+2 C_{n}^{1}+3 C_{n}^{2}+4 C_{n}^{3}+\ldots+(n+1) C_{n}^{n}=(n+2) 2^{n-1}$;
$2^{\circ} C_{n}^{1}-2 C_{n-1-3}^{2} 3 C_{n}^{3}+\ldots+(-1)^{n-1} n C_{n}^{n}=0$.
67. Prove that

$$
\frac{1}{2} C_{n}^{1}-\frac{1}{3} C_{n}^{2}+\frac{1}{4} C_{n}^{3} \dashv \ldots+\frac{(-1)^{n-1}}{n+1} C_{n}^{n}=\frac{n}{n+1}
$$

68. Prove that
$1^{\circ} 1+\frac{1}{2} C_{n}^{1}+\frac{1}{3} C_{n}^{2}+\ldots+\frac{1}{n+1} C_{n}^{n}=\frac{2^{n+1}-1}{n+1}$;
$2^{\circ} 2 C_{n}^{0}+\frac{2^{2} C_{n}^{1}}{2}+\frac{2^{3} C_{n}^{2}}{3}+\frac{2^{4} C_{n}^{3}}{4}+\ldots+\frac{2^{n+1} C_{n}^{n}}{n+1}=\frac{3^{n+1}-1}{n+1}$.
69. Prove the identity

$$
C_{n}^{1}-\frac{1}{2} C_{n}^{2}+\frac{1}{3} C_{n}^{3}+\ldots+\frac{(-1)^{n-1}}{n} C_{n}^{n}=1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n} .
$$

70. Prove that
$1^{\circ} C_{n}^{n}+C_{n+1}^{n}+C_{n+2}^{n}+\ldots+C_{n+k}^{n}=C_{n+k+1}^{n+1} ;$
$2^{\circ} C_{n}^{0}-C_{n}^{1}+C_{n}^{2}+\ldots+(-1)^{h} C_{n}^{h}=(-1)^{h} C_{n-1}^{h}$.
71. Show that the following equalities exist
$1^{\circ} C_{n}^{0} C_{m}^{p}+C_{n}^{1} C_{m}^{p-1}+\ldots+C_{n}^{p} C_{m}^{0}=C_{m+n}^{p}$;
$2^{\circ} C_{n}^{0} C_{n}^{r}+C_{n}^{1} C_{n}^{r+1}+\ldots+C_{n}^{n-r} C_{n}^{n}=\frac{2 n!}{(n-r)!(n+r)!}$.
72. Prove the following identities
$1^{\circ}\left(C_{n}^{0}\right)^{2}+\left(C_{n}^{1}\right)^{2}+\left(C_{n}^{2}\right)^{2}+\ldots+\left(C_{n}^{n}\right)^{2}=C_{2 n}^{n}$;
$2^{\circ}\left(C_{2 n}^{0}\right)^{2}-\left(C_{2 n}^{1}\right)^{2}+\left(C_{2 n}^{2}\right)^{2}-\ldots+\left(C_{2 n}^{2 n}\right)^{2}=(-1)^{n} C_{2 n}^{n} ;$

$$
\begin{aligned}
& 3^{\circ}\left(C_{2 n+1}^{0}\right)^{2}-\left(C_{2 n+1}^{1}\right)^{2}+\left(C_{2 n+1}^{2}\right)^{2}-\ldots-\left(C_{2 n+1}^{2 n+1}\right)^{2}=0 ; \\
& 4^{\circ}\left(C_{n}^{1}\right)^{2}+2\left(C_{n}^{2}\right)^{2}+\ldots+n\left(C_{n}^{n}\right)^{2}=\frac{(2 n-1)!}{(n-1)!(n-1)!} .
\end{aligned}
$$

73. Let $f(x)$ be a polynomial leaving the remainder $A$ when divided by $x-a$ and the remainder $B$ when divided by $x-b(a \neq b)$. Find the remainder left by this polynomial when divided by $(x-a)(x-b)$.
74. Let $f(x)$ be a polynomial leaving the remainder $A$ when divided by $x-a$, the remainder $B$ when divided by $x-b$ and the remainder $C$ when divided by $x-c$. Find the remainder left by this polynomial when divided by $(x-a)(x-b)(x-c)$ if $a, b$ and $c$ are not equal to one another.
75. Find the polynomial in $x$ of degree ( $m-1$ ) which at $m$ different values of $x, x_{1}, x_{2}, \ldots, x_{m}$, attains respectively the values $y_{1}, y_{2}, \ldots, y_{m}$.
76. Let $f(x)$ be a polynomial leaving the remainder $A_{1}$ when divided by $x-a_{1}$, the remainder $A_{2}$ when divided by $x-a_{2}, \ldots$, and, finally, the remainder $A_{m}$ when divided by $x-a_{m}$. Find the remainder left by the polynomial, when divided by $\left(x-a_{1}\right)\left(x-a_{2}\right) \ldots\left(x-a_{m}\right)$.
77. Prove that if $x_{1}, x_{2}, \ldots, x_{m}$ are $m$ different arbitrary quantities, $f(x)$ is a polynomial of degree less than $m$, then there exists the identity

$$
\begin{aligned}
f(x) & =f\left(x_{1}\right) \frac{\left(x-x_{2}\right)\left(x-x_{3}\right) \ldots\left(x-x_{m}\right)}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right) \ldots\left(x_{1}-x_{m}\right)}+ \\
& +f\left(x_{2}\right) \frac{\left(x-x_{1}\right)\left(x-x_{3}\right) \ldots\left(x-x_{m}\right)}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right) \ldots\left(x_{2}-x_{m}\right)}+\ldots+ \\
& +f\left(x_{m}\right) \frac{\left(x-x_{1}\right)\left(x-x_{2}\right) \ldots\left(x-x_{m-1}\right)}{\left(x_{m}-x_{1}\right)\left(x_{m}-x_{2}\right) \ldots\left(x_{m}-x_{m-1}\right)} .
\end{aligned}
$$

78. Prove that if $f(x)$ is a polynomial whose degree is less than, or equal to, $m-2$ and $x_{1}, x_{2}, \ldots, x_{m}$ are $m$ arbitrary unequal quantities, then there exists the identity

$$
\begin{array}{r}
\frac{f\left(x_{1}\right)}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right) \ldots\left(x_{1}-x_{m}\right)}+\frac{f\left(x_{2}\right)}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right) \ldots\left(x_{2}-x_{m}\right)}+ \\
+\ldots+\frac{f\left(x_{m}\right)}{\left(x_{m}-x_{1}\right)\left(x_{m}-x_{2}\right) \ldots\left(x_{m}-x_{m-1}\right)}=0 .
\end{array}
$$

79. Put

$$
\begin{array}{r}
s_{n}=\frac{x_{1}^{n}}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right) \ldots\left(x_{1}-x_{m}\right)}+\frac{x_{2}^{n}}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right) \ldots\left(x_{2}-x_{m}\right)}+ \\
\quad+\ldots+\frac{x_{m}^{n}}{\left(x_{m}-x_{1}\right)\left(x_{m}-x_{2}\right) \ldots\left(x_{m}-x_{m-1}\right)}
\end{array}
$$

( $x_{1}, x_{2}, \ldots, x_{m}$ are $m$ arbitrary unequal quantities). Show that $s_{n}=0$ if $0 \leqslant n<m-1$, and $s_{m-1}=1$, and compute $s_{n}$ if $n \geqslant m$.
80. Compute the following

$$
\begin{aligned}
s_{-n} & =\frac{x_{1}^{-n}}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right) \ldots\left(x_{1}-x_{m}\right)}+\frac{x_{2}^{-n}}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right) \ldots\left(x_{2}+x_{m}\right)}+ \\
& +\ldots+\frac{x_{m}^{-n}}{\left(x_{m}-x_{1}\right)\left(x_{m}-x_{2}\right) \ldots\left(x_{m}-x_{m-1}\right)} \quad(n=1,2,3, \ldots) .
\end{aligned}
$$

81. Show that if $f(x)$ is a polynomial whose degree is less than $m$, then the fraction

$$
\frac{f(x)}{\left(x-x_{1}\right)\left(x-x_{2}\right) \ldots\left(x-x_{m}\right)}
$$

$\left(x_{1}, x_{2}, \ldots, x_{m}\right.$ are arbitrary quantities not equal to each other) can be represented as a sum of $m$ partial fractions

$$
\frac{A_{1}}{x-x_{1}}+\frac{A_{2}}{x-x_{2}}+\ldots+\frac{A_{m}}{x-x_{m}},
$$

where $A_{1}, A_{2}, \ldots, A_{m}$ are independent of $x$.
82. Solve the system of equations

$$
\begin{aligned}
& \frac{x_{1}}{a_{1}-b_{1}}+\frac{x_{2}}{a_{1}-b_{2}}+\ldots+\frac{x_{n}}{a_{1}-b_{n}}=1 \\
& \frac{x_{1}}{a_{2}-b_{1}}+\frac{x_{2}}{a_{2}-b_{2}}+\cdots+\frac{x_{n}}{a_{2}-b_{n}}=1 \\
& \cdots \cdots \cdots \cdots \cdots \cdots+\cdots \cdots \\
& \frac{x_{1}}{a_{n}-b_{1}}+\frac{x_{2}}{a_{n}-b_{2}}+\cdots+\cdots
\end{aligned}
$$

83. Prove that the following identity is true

$$
\begin{aligned}
\frac{n!}{(x+1)(x+2) \ldots(x+n)} & =\frac{C_{n}^{1}}{x+1}-\frac{2 C_{n}^{3}}{x+2}+ \\
& +\frac{3 C_{n}^{3}}{x+3}-\ldots+(-1)^{n+1} \frac{n C_{n}^{n}}{x+n} .
\end{aligned}
$$

In particular,

$$
\frac{1}{n+1}=\frac{C_{n}^{1}}{2}-\frac{2}{3} C_{n}^{2}+\frac{3}{4} C_{n}^{3}-\frac{4}{5} C_{n}^{4}+\ldots
$$

84. Prove the identity

$$
\begin{aligned}
(-1)^{n} \frac{a_{1} a_{2} \ldots a_{n}}{b_{1} b_{2} \ldots b_{n}} & +\frac{\left(a_{1}-b_{1}\right)\left(a_{2}-b_{1}\right) \ldots\left(a_{n}-b_{1}\right)}{b_{1}\left(b_{1}-b_{2}\right) \ldots\left(b_{1}-b_{n}\right)}+ \\
& +\frac{\left(a_{1}-b_{2}\right)\left(a_{2}-b_{2}\right) \ldots\left(a_{n}-b_{2}\right)}{b_{2}\left(b_{2}-b_{1}\right) \ldots\left(b_{2}-b_{n}\right)}+\ldots+ \\
& +\frac{\left(a_{1}-b_{n}\right) \ldots\left(a_{n}-b_{n}\right)}{b_{n}\left(b_{n}-b_{1}\right) \ldots\left(b_{n}-b_{n-1}\right)}=(-1)^{n} .
\end{aligned}
$$

85. Prove the identity

$$
\begin{aligned}
& \frac{(x+\beta) \ldots(x+n \beta)}{(x-\beta) \ldots(x-n \beta)}-1= \\
& =\sum_{r=1}^{r=n}(-1)^{n-r} \frac{n(n+r)\left(n^{2}-1^{2}\right)\left(n^{2}-2^{2}\right) \ldots\left[n^{2}-(r-1)^{2}\right]}{(r!)^{2}} \cdot \frac{r \beta}{x-r \beta} .
\end{aligned}
$$

86. Given a series of numbers $c_{0}, c_{1}, c_{2}, \ldots, c_{k}, c_{k+1}, \ldots$ Put $\Delta c_{k}=c_{k+1}-c_{k}$, so that using the given series we can form a new one

$$
\Delta c_{0}, \Delta c_{1}, \Delta c_{2}, \ldots
$$

We then put

$$
\Delta^{2} c_{k}=\Delta c_{k+1}-\Delta c_{k}
$$

so as to get one more series: $\Delta^{2} c_{0}, \Delta^{2} c_{1}, \Delta^{2} c_{2}, \ldots$ and so forth.

Prove the following formulas

$$
\begin{aligned}
1^{\circ} c_{k+n}=c_{k}+\frac{n}{1} \Delta c_{k} & +\frac{n(n-1)}{1 \cdot 2} \Delta^{2} c_{k}+ \\
& +\frac{n(n-1)(n-2)}{1 \cdot 2 \cdot 3} \Delta^{3} c_{k}+\ldots+\Delta^{n} c_{k}
\end{aligned}
$$

87. Show that if $f(x)$ is any polynomial of $n$th degree in $x$, then there exists the following identity

$$
\begin{aligned}
& f(x)=f(0)+\frac{x}{1} \Delta f(0)+\frac{x(x-1)}{1 \cdot 2} \Delta^{2} f(0)+\ldots+ \\
& \quad+\frac{x(x-1) \ldots(x-n+1)}{n!} \Delta^{n} f(0)
\end{aligned}
$$

where $\Delta f(0), \Delta^{2} f(0), \ldots, \Delta^{n} f(0)$ are obtained, proceeding from the basic series: $f(0), f(1), f(2), \ldots$.
88. Show that if

$$
\begin{aligned}
x^{n}=A_{0}+\frac{A_{1}}{1}(x-1) & +\frac{A_{2}}{2!}(x-1)(x-2)+\ldots+ \\
& +\frac{A_{n}}{n!}(x-1)(x-2) \ldots(x-n),
\end{aligned}
$$

then $\quad A_{s}=(s+1)^{n}-C_{s}^{1} s^{n}+C_{s}^{2}(s-1)^{n}+\ldots+(-1)^{s} C_{s}^{s} \cdot 1^{n}$.
89. Prove the identity

$$
\begin{aligned}
& \frac{n!}{x(x+1) \ldots(x+n)}\left\{\frac{1}{x}+\frac{1}{x+1}+\ldots+\frac{1}{x+n}\right\}= \\
& \quad=\frac{1}{x^{2}}-\frac{C_{n}^{1}}{(x+1)^{2}}+\frac{C_{n}^{2}}{(x+2)^{2}}+\ldots+(-1)^{n} \frac{1}{(x+n)^{2}} .
\end{aligned}
$$

90. Let

$$
\varphi_{k}(x)=x(x-1)(x-2) \ldots(x-k+1) .
$$

Prove that the following identity exists

$$
\begin{aligned}
& \varphi_{n}(x+y)=\varphi_{n}(x)+C_{n}^{1} \varphi_{n-1}(x) \varphi_{1}(y)+C_{n}^{2} \varphi_{n-2}(x) \varphi_{2}(y)+\ldots+ \\
&+C_{n}^{n-1} \varphi_{1}(x) \varphi_{n-1}(y)+\varphi_{n}(y) .
\end{aligned}
$$

91. Prove the following identities

$$
\begin{aligned}
& 1^{\circ} x^{n}+y^{n}=p^{n}-\frac{n}{1} p^{n-2} q+\frac{n(n-3)}{1 \cdot 2} p^{n-4} q^{2}-\ldots+ \\
& \quad+(-1)^{r} \frac{n(n-r-1)(n-r-2) \ldots(n-2 r+1)}{r!} p^{n-2 r} q^{r}+\ldots ; \\
& 2^{\circ} \frac{x^{n+1}-y^{n+1}}{x-y}=p^{n}-C_{n-1}^{1} p^{n-2} q+C_{n-2}^{2} p^{n-4} q^{2}-\ldots+ \\
& \\
& \quad+(-1)^{r} C_{n-r}^{r} p^{n-2 r} q^{r}+\ldots,
\end{aligned}
$$

where

$$
p=x+y, \quad q=x y
$$

92. Let $x+y=1$.

Prove that

$$
\begin{aligned}
x^{m}\left(1+C_{m}^{1} y+C_{m+1}^{2} y^{2}\right. & \left.+\ldots+C_{2 m-2}^{m-1} y^{m-1}\right)+ \\
& +y^{m}\left(1+C_{m}^{1} x+\ldots+C_{2 m-2}^{m-1} x^{m-1}\right)=1 .
\end{aligned}
$$

93. Prove that the following identity is true

$$
\begin{aligned}
& \frac{1}{(x-a)^{m}(x-b)^{m}}=\frac{1}{(a-b)^{m}}\left\{\frac{1}{(x-a)^{m}}+\frac{C_{m}^{1}}{(x-a)^{m-1}(b-a)}+\right. \\
& \left.+\frac{C_{m+1}^{2}}{(x-a)^{m-2}(b-a)^{2}}+\ldots+\frac{C_{2 m-2}^{m-1}}{(x-a)(b-a)^{m-1}}\right\}+ \\
& +\frac{1}{(b-a)^{m}}\left\{\frac{1}{(x-b)^{m}}+\frac{C_{m}^{1}}{(x-b)^{m-1}(a-b)}+\ldots+\right. \\
& \left.\quad \quad \quad+\frac{C_{2 m-2}^{m-1}}{(x-b)(a-b)^{m-1}}\right\} .
\end{aligned}
$$

94. Show that constants $A_{1}, A_{2}, A_{3}$ can always be chosen so that the following identity takes place

$$
\begin{aligned}
(x+y)^{n}=x^{n} & +y^{n}+A_{1} x y\left(x^{n-2}+y^{n-2}\right)+ \\
& +A_{2} x^{2} y^{2}\left(x^{n-4}+y^{n-4}\right)+\ldots .
\end{aligned}
$$

Determine these constants.
95. Solve the system

$$
\begin{aligned}
x_{1}+x_{2} & =a_{1} \\
x_{1} y_{1}+x_{2} y_{2} & =a_{2} \\
x_{1} y_{1}^{2}+x_{2} y_{2}^{2} & =a_{3} \\
x_{1} y_{1}^{3}+x_{2} y_{2}^{3} & =a_{4}
\end{aligned}
$$

Show how the general system is solved

$$
\begin{gather*}
x_{1}+x_{2}+x_{3}+\ldots+x_{n-1}+x_{n}=a_{1}  \tag{1}\\
x_{1} y_{1}+x_{2} y_{2}+\ldots+x_{n} y_{n}=a_{2}  \tag{2}\\
x_{1} y_{1}^{2}+x_{2} y_{2}^{2}+\ldots+x_{n} y_{n}^{2}=a_{3}  \tag{3}\\
\cdots \cdots \cdots  \tag{2n}\\
x_{1} y_{1}^{2 n-1}+x_{2} y_{2}^{2 n-1}+\ldots+x_{n} y_{n}^{2 n-1}=a_{2 n} .
\end{gather*}
$$

96. Solve the system

$$
\begin{aligned}
x+y+z+u+v & =2 \\
p x+q y+r z+s u+t v & =3 \\
p^{2} x+q^{2} y+r^{2} z+s^{2} u+t^{2} v & =16 \\
p^{3} x+q^{3} y+r^{3} z+s^{3} u+t^{3} v & =31 \\
p^{4} x+q^{4} y+r^{4} z+s^{4} u+t^{4} v & =103 \\
p^{5} x+q^{5} y+r^{5} z+s^{5} u+t^{5} v & =235 \\
p^{6} x+q^{6} y+r^{6} z+s^{6} u+t^{6} v & =674 \\
p^{7} x+q^{7} y+r^{7} z+s^{7} u+t^{7} v & =1669 \\
p^{8} x+q^{8} y+r^{8} z+s^{8} u+t^{8} v & =4526 \\
p^{9} x+q^{9} y+r^{9} z+s^{9} u+t^{9} v & =11595 .
\end{aligned}
$$

97. Let $m$ and $\mu$ be positive integers $(\mu \leqslant m)$. Put

$$
\frac{\left(1-x^{m}\right)\left(1-x^{m-1}\right) \ldots\left(1-x^{m-\mu+-1}\right)}{(1-x)\left(1-x^{2}\right) \ldots\left(1-x^{\mu}\right)}=(m, \mu) .
$$

Prove that

$$
1^{\circ}(m, \mu)=(m, m-\mu)
$$

$$
2^{\circ}(m, \mu+1)=(m-1, \mu+1)+x^{n-\mu-1}(m-1, \mu)
$$

$$
3^{\circ}(m, \mu+1)=(\mu, \mu)+x(\mu+1, \mu)+x^{2}(\mu+2, \mu)+\ldots+
$$

$$
+x^{m-\mu-1}(m-1, \mu)
$$

$4^{\circ}(m, \mu)$ is a polynomial in $x$;
$5^{\circ} 1-(m, 1)+(m, 2)-(m, 3)+\ldots$ is equal to

$$
\begin{array}{r}
(1-x)\left(1-x^{2}\right) \ldots\left(1-x^{m-1}\right) \text { if } m \text { is even, } \\
0 \text { if } m \text { is odd. }
\end{array}
$$

(Gauss, Summatio quarumdam serierum singularium, Werke, Bd. II).
98. Prove that
$1^{\circ}(1+x z)\left(1+x^{2} z\right) \ldots\left(1+x^{n} z\right)=$

$$
=1+\sum_{k=1}^{k=n} \frac{\left(1-x^{n}\right)\left(1-x^{n-1}\right) \ldots\left(1-x^{n-k+1}\right)}{\left(1-x^{1}\right)\left(1-x^{2}\right) \ldots\left(1-x^{k}\right)} x^{\frac{k(k+1)}{2}} z^{k} ;
$$

$2^{\circ}(1+x z)\left(1+x^{3} z\right) \ldots\left(1+x^{2 n-1} z\right)=$

$$
=1+\sum_{k=1}^{k=n} \frac{\left(1-x^{2 n}\right)\left(1-x^{2 n-2}\right) \ldots\left(1-x^{2 n-2 k+2}\right)}{\left(1-x^{2}\right)\left(1-x^{4}\right) \ldots\left(1-x^{2 k}\right)} x^{k^{2}} z^{k} .
$$

99. Let

$$
p_{k}=(1-x)\left(1-x^{2}\right) \ldots\left(1-x^{k}\right) .
$$

Prove that

$$
\frac{1}{p_{n}}-\frac{x}{p_{1} p_{n-1}}+\frac{x^{3}}{p_{2} p_{n-2}}-\cdots \pm \frac{x^{\frac{n(n+1)}{1 \cdot 2}}}{p_{n}}=1 .
$$

100. Determine the coefficients $C_{0}, C_{1}, C_{2}, \ldots, C_{n}$ in the following identity

$$
\begin{aligned}
& (1+x z)\left(1+x z^{-1}\right)\left(1+x^{3} z\right)\left(1+x^{3} z^{-1}\right) \ldots \times \\
& \times\left(1+x^{2 n-1} z\right)\left(1+x^{2 n-1} z^{-1}\right)=C_{0}+C_{1}\left(z+z^{-1}\right)+ \\
& \quad+C_{2}\left(z^{2}+z^{-2}\right)+\ldots+C_{n}\left(z^{n}+z^{-n}\right) .
\end{aligned}
$$

101. Let

$$
u_{k}=\frac{\sin 2 n x \sin (2 n-1) x \ldots \sin (2 n-k+1) x}{\sin x \sin 2 x \ldots \sin k x} .
$$

Prove that

$$
\begin{aligned}
& 1^{\circ} 1-u_{1}+u_{2}-u_{3}+\ldots+u_{2 n}= \\
& =2^{n} \cdot(1-\cos x)(1-\cos 3 x) \ldots[1-\cos (2 n-1) x] ; \\
& 2^{\circ} 1-u_{1}^{2}+u_{2}^{2}-u_{3}^{2}+\ldots+u_{2 n}^{2}= \\
& =(-1)^{n} \frac{\sin (2 n+2) x \sin (2 n+4) x \ldots \sin 4 n x}{\sin 2 x \sin 4 x \ldots \sin 2 n x} .
\end{aligned}
$$

## 7. PROGRESSIONS AND SUMS

Solution of problems regarding the arithmetic and geometric progressions treated in the present section requires only knowledge of elementary algebra. As far as the summing of finite series is concerned, it is performed using the method of finite differences. Let it be required to find the sum
$f(1)+f(2)+\ldots+f(n)$. Find the function $F(k)$ which would satisfy the relationship

$$
F(k+1)-F(k)=f(k)
$$

Then it is obvious that

$$
\begin{aligned}
& f(1)+f(2)+\ldots+f(n)=[F(2)-F(1)]+ \\
& +[F(3)-F(2)]+\ldots+[F(n+1)-F(n)]= \\
& \quad=F(n+1)-F(1) .
\end{aligned}
$$

1. Let $a^{2}, b^{2}, c^{2}$ form an arithmetic progression. Prove that the quantities $\frac{1}{b+c}, \frac{1}{c+a}, \frac{1}{a+b}$ also form an arithmetic progression.
2. Prove that if $a, b$ and $c$ are respectively the $p$ th, $q$ th and $r$ th terms of an arithmetic progression, then.

$$
\left(q^{\prime}-r\right) a+(r-p) b+(p-q) c=0
$$

3. Let in an arithmetic progression $a_{p}=q ; a_{q}=p$ ( $a_{n}$ is the $n$th term of the progression). Find $a_{m}$.
4. In an arithmetic progression $S_{p}=q ; S_{q}=p\left(S_{n}\right.$ is the sum of the first $n$ terms of the progression). Find $S_{p+q}$.
5. Let in an arithmetic progression $S_{p}=S_{q}$. Prove that $S_{p+q}=0$.
6. Given in an arithmetic progression $\frac{S_{m}}{S_{n}}=\frac{m^{2}}{n^{2}}$. Prove that $\frac{a_{m}}{a_{n}}=\frac{2 m-1}{2 n-1}$.
7. Show that any power $n^{k}$ ( $k \geqslant 2$ an integer) can be represented in the form of a sum of $n$ successive odd numbers.
8. Let the sequence $a_{1}, a_{2}, \ldots, a_{n}$ form an arithmetic progression and $a_{1}=0$. Simplify the expression

$$
S=\frac{a_{3}}{a_{2}}+\frac{a_{4}}{a_{3}}+\ldots+\frac{a_{n}}{a_{n-1}}-a_{2}\left(\frac{1}{a_{2}}+\frac{1}{a_{3}}+\ldots+\frac{1}{a_{n-2}}\right) .
$$

9. Prove that in any arithmetic progression

$$
a_{1}, a_{2}, a_{3}, \ldots
$$

we have

$$
\begin{aligned}
S=\frac{1}{\sqrt{a_{1}}+\sqrt{\overline{a_{2}}}}+\frac{1}{\sqrt{a_{2}}+\sqrt{a_{3}}} & +\ldots+ \\
& +\frac{1}{\sqrt{\overline{a_{n-1}}+\sqrt{a_{n}}}}=\frac{n-1}{\sqrt{a_{1}}+\sqrt{a_{n}}} .
\end{aligned}
$$

10. Show that in any arithmetic progression

$$
a_{1}, a_{2}, a_{3}, \ldots
$$

we have

$$
S=a_{1}^{2}-a_{2}^{2}+a_{3}^{2}-a_{4}^{2}+\ldots+a_{2 k-1}^{2}-a_{2 k}^{2}=\frac{k}{2 k-1}\left(a_{1}^{2}-a_{2 k}^{2}\right) .
$$

11. Let $S(n)$ be the sum of the first $n$ terms of an arithmetic progression.

Prove that
$1^{\circ} S(n+3)-3 S(n+2)+3 S(n+1)-S_{(n)}=0$.
$2^{\circ} S(3 n)=3\{S(2 n)-S(n)\}$.
12. Let the sequence $a_{1}, a_{2}, \ldots, a_{n}, a_{n+1}, \ldots$ be an arithmetic progression.

Prove that the sequence $S_{1}, S_{2}, S_{3}, \ldots$ where
$S_{1}=a_{1}+a_{2}+\ldots+a_{n}$,
$S_{2}=a_{n+1}+\ldots+a_{2 n}, \quad S_{3}=a_{2 n+1}+\ldots+a_{3 n}, \ldots$,
is an arithmetic progression as well whose common difference is $n^{2}$ times greater than the common difference of the given progression.
13. Prove that if $a, b, c$ are respectively the $p$ th, $q$ th and $r$ th terms both of an arithmetic and a geometric progressions simultaneously, then

$$
a^{b-c} \cdot b^{c-a} \cdot c^{a-b}=1
$$

14. Prove that

$$
\begin{aligned}
& \left(1+x+x^{2}+\ldots+x^{n}\right)^{2}-x^{n}= \\
& \quad=\left(1+x+x^{2}+\cdots+x^{n-1}\right)\left(1+x+x^{2}+\ldots+x^{n+1}\right) .
\end{aligned}
$$

15. Let $S_{n}$ be the sum of the first $n$ terms of a geometric progression.

Prove that $S_{n}\left(S_{3 n}-S_{2 n}\right)=\left(S_{2 n}-S_{n}\right)^{2}$.
16. Let the numbers $a_{1}, a_{2}, a_{3}, \ldots$ form a geometric progression.

Knowing the sums

$$
S=a_{1}+a_{2}+a_{3}+\ldots+a_{n}, \quad S^{\prime}=\frac{1}{a_{1}}+\frac{1}{a_{2}}+\ldots+\frac{1}{a_{n}},
$$

find the product $P=a_{1} a_{2} \ldots a_{n}$.
17. If $a_{1}, a_{2}, \ldots, a_{n}$ are real, then the equality

$$
\begin{aligned}
\left(a_{1}^{2}+a_{2}^{2}+\ldots+a_{n-1}^{2}\right)\left(a_{2}^{2}+a_{3}^{2}+\right. & \left.\ldots+a_{n}^{2}\right)= \\
& =\left(a_{1} a_{2}+a_{2} a_{3}+\ldots+a_{n-1} a_{n}\right)^{2}
\end{aligned}
$$

is possible if and only if $a_{1}, a_{2}, \ldots, a_{n}$ form a geometric progression. Prove this.
18. Let $a_{1}, a_{2}, \ldots, a_{n}$ be a geometric progression with ratio $q$ and let $S_{m}=a_{1}+\ldots+a_{m}$.

Find simpler expressions for the following sums

$$
\begin{aligned}
& 1^{\circ} S_{1}+S_{2}+\ldots+S_{n} ; \\
& 2^{\circ} \frac{1}{a_{1}^{2}-a_{2}^{2}}+\frac{1}{a_{2}^{2}-a_{3}^{2}}+\ldots+\frac{1}{a_{n-1}^{2}-a_{n}^{2}} \\
& 3^{\circ} \frac{1}{a_{1}^{k}+a_{2}^{k}}+\frac{1}{a_{2}^{k}+a_{3}^{k}}+\cdots+\frac{1}{a_{n-1}^{k}+a_{n}^{k}} .
\end{aligned}
$$

19. Prove that in any arithmetic progression, whose common difference is not equal to zero. the product of two terms equidistant from the extreme terms is the greater the closer these terms are to the middle term.
20. An arithmetic and a geometric progression with positive terms have the same number of terms and equal extreme terms. For which of them is the sum of terms greater?
21. The first two terms of an arithmetic and a geometric progression with positive terms are equal. Prove that all other terms of the arithmetic progression are not greater than the corresponding terms of the geometric progression.
22. Find the sum of $n$ terms of the series

$$
S_{n}=1 \cdot x+2 x^{2}+3 x^{3}+\ldots+n x^{n} .
$$

23. Let $a_{1}, a_{2}, \ldots, a_{n}$ form an arithmetic progression and $u_{1}, u_{2}, \ldots, u_{n}$ a geometric one. Find the expression for the sum

$$
s=a_{1} u_{1}+a_{2} u_{2}+\ldots+a_{n} u_{n} .
$$

24. Find the sum

$$
\left(x+\frac{1}{x}\right)^{2}+\left(x^{2}+\frac{1}{x^{2}}\right)^{2}+\ldots+\left(x^{n}+\frac{1}{x^{n}}\right)^{2}
$$

25. Let

$$
S_{k}=1^{k}+2^{k}+3^{k}+\cdots+n^{k} .
$$

Prove that
$S_{1}=\frac{n(n+1)}{1 \cdot 2}, \quad S_{2}=\frac{n(n+1)(2 n+1)}{6}, \quad S_{3}=\frac{n^{2}(n+1)^{2}}{4}$
26. Prove the following general formula

$$
\begin{aligned}
(k+1) S_{k}+\frac{(k+1) k}{1 \cdot 2} S_{k-1} & +\frac{(k+1) k(k-1)}{1 \cdot 2 \cdot 3} S_{k-2}+\cdots+ \\
& +(k+1) S_{1}+S_{0}=(n+1)^{k+1}-1 .
\end{aligned}
$$

27. Put

$$
1^{k}+2^{k}+\cdots+n^{k}=S_{k}(n) .
$$

Prove the formula
$n S_{k}(n)=S_{k+1}(n)+S_{k}(n-1)+S_{k}(n-2)+\ldots+$

$$
+S_{k}(2)+S_{k}(1)
$$

28. $1^{\circ}$ Prove that

$$
1^{k}+2^{k}+3^{k}+\ldots+n^{k}=A n^{k+1}+B n^{k}+C n^{k-1}+\ldots+L n
$$

i.e. that the sum $S_{k}(n)$ can be represented as a polynomial of the $(k+1)$ th degree in $n$ with coefficients independent of $n$ and without a constant term.
$2^{\circ}$ Show that $A=\frac{1}{k+1}$, and $B=\frac{1}{2}$.
29. Show that the following formulas take place

$$
\begin{aligned}
S_{4} & =\frac{n(n+1)(2 n+1)\left(3 n^{2}+3 n-1\right)}{30}, \\
S_{5} & =\frac{n^{2}(n+1)^{2}\left(2 n^{2}+2 n-1\right)}{12}, \\
S_{6} & =\frac{6 n^{2}+21 n^{6}+21 n^{5}-7 n^{3}+n}{42}= \\
& =\frac{n(n+1)(2 n+1)\left[3 n^{2}(n+1)^{2}-\left(3 n^{2}+3 n-1\right)\right]}{42},
\end{aligned}
$$

$$
\begin{aligned}
S_{7} & =\frac{3 n^{8}+12 n^{7}+14 n^{6}-7 n^{4}+2 n^{2}}{24}= \\
& =\frac{n^{2}(n+1)^{2}\left[3 n^{2}(n+1)^{2}-2\left(2 n^{2}+2 n-1\right)\right]}{24}
\end{aligned}
$$

30. Prove that the following relations take place
$S_{3}=S_{1}^{2}, \quad 4 S_{1}^{3}=S_{3}+3 S_{5}, \quad 2 S_{5}+S_{3}=3 S_{2}^{2}, \quad S_{5}+S_{7}=2 S_{3}^{2}$.
31. Consider the numbers $B_{0}, B_{1}, B_{2}, B_{3}, B_{4}, \ldots$ determined by the symbolic equality

$$
(B+1)^{k+1}-B^{k+1}=k+1 \quad(k=0,1,2,3, \ldots)
$$

and the initial value $B_{0}=1$. Expanding the left, member of this equality according to the binomial formula, we have to replace the exponents by subscripts everywhere. Thus, the above symbolic equality is identical to the following common equality
$B_{k+1}+C_{k+1}^{1} B_{k}+C_{k+1}^{2} B_{k-1}+\ldots+C_{k+1}^{k} B_{1}+B_{0}-B_{k+1}=k+1$.
$1^{\circ}$ Compute $B_{0}, B_{1}, B_{2}, \ldots, B_{10}$ with the aid of this equality.
$2^{\circ}$ Show that the following formula takes place

$$
\begin{aligned}
& 1^{k}+2^{k}+3^{k}+\ldots+n^{k}= \\
& \quad=\frac{1}{k+1}\left\{n^{k+1}+C_{k+1}^{1} B_{1} n^{k}+C_{k+1}^{2} B_{2} n^{k-1}+\ldots+C_{k+1}^{k} B_{k} n\right\} .
\end{aligned}
$$

32. Let $x_{1}, x_{2}, \ldots, x_{n}$ form an arithmetic progression. It is known that

$$
x_{1}+x_{2}+\ldots+x_{n}=a, \quad x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}=b^{2} .
$$

Determine this progression.
33. Determine the sums of the following series

$$
\begin{aligned}
& 1^{\circ} 1+4 x+9 x^{2}+\ldots+n^{2} x^{n-1} ; \\
& 2^{\circ} 1^{3}+2^{3} x+3^{3} x^{2}+\ldots+n^{3} x^{n-1} .
\end{aligned}
$$

34. Determine the sums of the following series

$$
\begin{aligned}
& 1^{\circ} 1+\frac{3}{2}+\frac{5}{4}+\frac{7}{8}+\ldots+\frac{2 n-1}{2^{n-1}} ; \\
& 2^{\circ} 1-\frac{3}{2}+\frac{5}{4}-\frac{7}{8}+\ldots+(-1)^{n-1} \frac{2 n-1}{2^{n-1}} .
\end{aligned}
$$

35. Determine the sums of the following series
$1^{\circ} 1-2+3-4+\ldots+(-1)^{n-1} n$;
$2^{\circ} 1^{2}-2^{2}+3^{2}-\ldots+(-1)^{n-1} n^{2}$;
$3^{\circ} 1-3^{2}+5^{2}-7^{2}+\ldots-(4 n-1)^{2}$;
$4^{\circ} 2 \cdot 1^{2}+3 \cdot 2^{2}+\ldots+(n+1) n^{2}$.
36. Find the sum of $n$ numbers of the form 1, 11, 111, 1111, ...
37. Prove the identity

$$
\begin{aligned}
x^{4 n+2} & +y^{4 n+2}= \\
& =\left\{x^{2 n+1}-2 x^{2 n-1} y^{2}+2 x^{2 n-3} y^{4}-\ldots+(-1)^{n} 2 x y^{2 n}\right\}^{2}+ \\
& =\left\{y^{2 n+1}-2 y^{2 n-1} x^{2}+2 y^{2 n-3} x^{4}-\ldots+(-1)^{n} 2 y x^{2 n}\right\}^{2} .
\end{aligned}
$$

38. Find the sum of products of the numbers $1, a$, $a^{2}, \ldots, a^{n-1}$, taken pairıvise.
39. Prove the identity

$$
\begin{aligned}
\left(x^{n-1}+\frac{1}{x^{n-1}}\right)+2\left(x^{n-2}+\frac{1}{x^{n-2}}\right)+\ldots & +(n-1)\left(x+\frac{1}{x}\right)+n= \\
& =\frac{1}{x^{n-1}}\left(\frac{x^{n}-1}{x-1}\right)^{2} .
\end{aligned}
$$

40. Prove the identity
$1^{\circ} \frac{1}{1 \cdot 2}+\frac{1}{2 \cdot 3}+\frac{1}{3 \cdot 4}+\ldots+\frac{1}{n(n+1)}=1-\frac{1}{n+1} ;$
$2^{\circ} \frac{1}{1 \cdot 2 \cdot 3}+\frac{2}{2 \cdot 3 \cdot 4}+\ldots+\frac{1}{n(n+1)(n+2)}=$

$$
=\frac{1}{2}\left(\frac{1}{2}-\frac{1}{(n+1)(n+2)}\right) ;
$$

$3^{\circ} \frac{1}{1 \cdot 3 \cdot 5}+\frac{2}{3 \cdot 5 \cdot 7}+\ldots+\frac{n}{(2 n-1)(2 n+1)(2 n+3)}=$

$$
=\frac{n(n+1)}{2(2 n+1)(2 n+3)} .
$$

41. Compute the sum

$$
S=\frac{1^{4}}{1 \cdot 3}+\frac{2^{4}}{3 \cdot 5}+\frac{3^{4}}{5 \cdot 7}+\ldots+\frac{n^{4}}{(2 n-1)(2 n+1)} .
$$

42. Let $a_{1}, a_{2}, \ldots, a_{n}$ be an arithmetic progression Prove the identity
$\frac{1}{a_{1} a_{n}}+\frac{1}{a_{2} a_{n-1}}+\ldots+\frac{1}{a_{n} a_{1}}=\frac{2}{a_{1}+a_{n}}\left(\frac{1}{a_{1}}+\frac{1}{a_{2}}+\ldots+\frac{1}{a_{n}}\right)$.
43. Prove that

$$
\begin{aligned}
& 1^{\circ} \frac{n}{(n+1)!}+\frac{n+1}{(n+2)!}+\ldots+\frac{n+p}{(n+p+1)!}=\frac{1}{n!}-\frac{1}{(n+p+1)!} \\
& 2^{\circ} \frac{1}{(n+1)!}+\frac{1}{(n+2)!}+\ldots+\frac{1}{(n+p+1)!}
\end{aligned}<
$$

( $n$ and $p$ any positive integers).
44. Simplify the following expression

$$
\frac{1}{x+1}+\frac{2}{x^{2}+1}+\frac{4}{x^{4}+1}+\ldots+\frac{2^{n}}{x^{2 n}+1}
$$

45. Let $S_{n}=1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n}$.

Prove that

$$
\frac{n+p+\dot{1}}{n-p+1}\left\{\frac{n-p}{n(p+1)}+\frac{n-p-1}{(n-1)(p+2)}+\ldots+\frac{1}{n(p+1)}\right\}=S_{n}-S_{p} .
$$

46. Let

$$
\begin{aligned}
& S_{n}=1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n} \\
& S_{n}^{\prime}=\frac{n+1}{2}-\left\{\frac{1}{n(n-1)}+\frac{2}{(n-1)(n-2)}+\ldots+\frac{n-2}{2 \cdot 3}\right\}
\end{aligned}
$$

Prove that $S_{n}^{\prime}=S_{n}$.
47. Let $S_{k}$ be the sum of the first $k$ terms of an arithmetic progression. What must this progression be for the ratio $\frac{S_{k x}}{S_{x}}$ to be independent of $x$ ?
48. Given that $a_{1}, a_{2}, \ldots, a_{n}$ form an arithmetic progression. Find the following sum:

$$
S=\sum_{i=1}^{i=n} \frac{a_{i} a_{i+1} a_{i+2}}{a_{i}+a_{i+2}} .
$$

49. Find the sum
$\frac{1}{\cos \alpha \cos (\alpha+\beta)}+\frac{1}{\cos (\alpha+\beta) \cos (\alpha+2 \beta)}+\ldots+$

$$
+\frac{1}{\cos [\alpha+(n-1) \beta] \cos (\alpha+n \beta)}
$$

50. Show that
$\tan \alpha+\frac{1}{2} \tan \frac{\alpha}{2}+\frac{1}{4} \tan \frac{\alpha}{4}+\ldots+\frac{1}{2^{n-1}} \tan \frac{\alpha}{2^{n-1}}=$

$$
=\frac{1}{2^{n-1}} \cot \frac{\alpha}{2^{n-1}}-2 \cot 2 \alpha
$$

51. Prove the following formulas
$1^{\circ} \sin a+\sin (a+h)+\ldots+\sin [a+(n-1) h]=$

$$
=\frac{\sin \frac{n h}{2} \sin \left(a+\frac{n-1}{2} h\right)}{\sin \frac{h}{2}}
$$

$2^{\circ} \cos a+\cos (a+h)+\ldots+\cos [a+(n-1) h]=$

$$
=\frac{\sin \frac{n h}{2} \cos \left(a+\frac{n-1}{2} h\right)}{\sin \frac{h}{2}} .
$$

52. Find the following sums

$$
\begin{aligned}
& S=\sin \frac{\pi}{n}+\sin \frac{2 \pi}{n}+\ldots+\sin \frac{(n-1) \pi}{n} \\
& S^{\prime}=\cos \frac{\pi}{n}+\cos \frac{2 \pi}{n}+\ldots+\cos \frac{(n-1) \pi}{n}
\end{aligned}
$$

53. Show that

$$
\frac{\sin \alpha+\sin 3 \alpha+\ldots+\sin (2 n-1) \alpha}{\cos \alpha+\cos 3 \alpha+\ldots+\cos (2 n-1) \alpha}=\tan n \alpha .
$$

54. Compute the sums

$$
\begin{aligned}
& S_{n}=\cos ^{2} x+\cos ^{2} 2 x+\ldots+\cos ^{2} 2 n x, \\
& S_{n}^{\prime \prime}=\sin ^{2} x+\sin ^{2} 2 x+\ldots+\sin ^{2} 2 n x .
\end{aligned}
$$

55. Prove that
$\sum_{i=1}^{i=p} \sin \frac{m \pi i}{p+1} \sin \frac{n \pi i}{p+1}=\left\{\begin{aligned} &-\frac{p+1}{2} \text { if } m+n \text { is divisible } \\ & \text { by } 2(p+1) ; \\ & \frac{p+1}{2} \text { if } m-n \text { is divisible } \\ & \text { by } 2(p+1) ;\end{aligned} \quad \begin{array}{l}\text { if } m \neq n \\ \text { and if } m+n \text { and } m-n \text { are } \\ \text { not divisible by } 2(p+1) .\end{array}\right.$
56. Find the sum

$$
\begin{aligned}
\arctan \frac{x}{1+1 \cdot 2 x^{2}} & +\arctan \frac{x}{1+2 \cdot 3 x^{2}}+\ldots+ \\
& +\arctan \frac{x}{1+n(n+1) x^{2}} \quad(x>0) .
\end{aligned}
$$

57. Find the sum

$$
\arctan \frac{r}{1+a_{1} a_{2}}+\arctan \frac{r}{1+a_{2} a_{3}}+\ldots+\arctan \frac{r}{1+a_{n} a_{n+1}}
$$

if $a_{1}, a_{2}, \ldots$ form an arithmetic progression with a common difference $r\left(a_{1}>0, r>0\right)$.
58. Compute the sum

$$
\sum_{k=1}^{k=n} \arctan \frac{2 k}{2+k^{2}+k^{4}}
$$

59. Solve the system

$$
\begin{gathered}
x_{1} \sin \frac{\pi}{n}+x_{2} \sin 2 \frac{\pi}{n}+ \\
+x_{3} \sin 3 \frac{\pi}{n}+\ldots+x_{n-1} \sin (n-1) \frac{\pi}{n}=a_{1} \\
x_{1} \sin \frac{2 \pi}{n}+x_{2} \sin 2 \frac{2 \pi}{n}+ \\
+x_{3} \sin 3 \frac{2 \pi}{n}+\ldots+x_{n-1} \sin (n-1) \frac{2 \pi}{n}=a_{2}
\end{gathered}
$$

$$
\begin{gathered}
x_{1} \sin \frac{3 \pi}{n}+x_{2} \sin 2 \frac{3 \pi}{n}+ \\
-+x_{3} \sin 3 \frac{3 \pi}{n}+\ldots+x_{n-1} \sin \left(n-1^{\prime}\right) \frac{3 \pi}{n}=a_{3}
\end{gathered}
$$

$x_{1} \sin \frac{(n-1) \pi}{n}+x_{2} \sin 2 \frac{(n-1) \pi}{n}+x_{3} \sin 3 \frac{(n-1) \pi}{n}+\ldots+$ $+x_{n-1} \sin (n-1) \frac{(n-1) \pi}{n}=a_{n-1}$.

## 8. INEQUALITIES

Let us recall the basic properties of inequalities.
$1^{\circ}$ If $a>b$ and $b>c$, then $a>c$.
$2^{\circ}$ If $a>b$, then $a+m>b+m$.
$3^{\circ}$ If $a>b$, then $a m>b m$ for $m>0$ and $a m<b m$ for $m<0$, i.e., when multiplying both members of the inequality by a negative number, the sign of the inequality is reversed.
$4^{\circ}$ If $a>b>0$, then $a^{x}>b^{x}$ if $x>0$.
This last inequality is readily proved for a rātional $x$. Indeed, let us first assume that $x=m$ is a whole positive number. Then

$$
a^{m}-b^{m}=(a-b)\left(a^{m-1}+a^{m-2} b+\ldots+b^{m-1}\right) .
$$

But either of the bracketed expressions on the right exceeds zero, therefore $a^{m}-b^{m}>0$ and $a^{m}>b^{m}$. We now put $x=\frac{1}{m}$. Then $a^{x}-b^{x}=\sqrt[m]{\bar{a}}-\sqrt[m]{\bar{b}}$.

We have

$$
(a-b)=(\sqrt[m]{a}-\sqrt[m]{\bar{b}})\left(\sqrt[m]{a^{m-1}}+\ldots+\sqrt[m]{b^{m-1}}\right)
$$

Hence, actually, it follows that

$$
\sqrt[m]{a}-\sqrt[m]{\bar{b}}>0, \text { i.e. } \sqrt[m]{\bar{a}}>\sqrt[m]{\bar{b}}
$$

Let, finally, $x=\frac{p}{q}$. We have

$$
a^{x}-b^{x}=a^{\frac{p}{q}}-b^{\frac{p}{q}}=\sqrt[q]{a^{p}}-\sqrt[q]{b^{p}}
$$

But $a^{p}>b^{p}$ (as has been proved), consequently, $\sqrt[q]{a^{p}}>$ $>\sqrt[a]{b^{p}}$. To prove this inequality for an irrational $x$ we may consider $x$ as a limit of a sequence of rational numbers and pass to the limit.
$5^{\circ}$ If $a>1$ and $x>y>0$, then $a^{x}>a^{y}$; but if $0<$ $<a<1$ and $x>y>0$, then $a^{x}<a^{y}$. The proof is basically reduced to that of $a^{\alpha}>1$ if $\alpha>0$ and $a>1$ and can be obtained from $4^{\circ}$.
$6^{\circ} \log _{a} x>\log _{a} y$ if $x>y$ and $a>1$; and $\log _{a} x<$ $<\log _{a} y$ if $x>y$ and $0<a<1$.

Out of the problems considered in this section, utmost interest undoubtedly lies with Problem 30 both with respect to the methods of its solution and to the number of corollaries. Problem 50 should also be mentioned with its inequalities useful in many cases.

1. Show that

$$
\frac{1}{n+1}+\frac{1}{n+2}+\ldots+\frac{1}{2 n}>\frac{1}{2}(n, a \text { positive integer })
$$

2. Let $n$ and $p$ be positive integers and $n \geqslant 1, p \geqslant 1$. Prove that

$$
\begin{gathered}
\frac{1}{n+1}-\frac{1}{n+p+1}<\frac{1}{(n+1)^{2}}+\frac{1}{(n+2)^{2}}+\ldots+\frac{1}{(n+p)^{2}}< \\
<\frac{1}{n}-\frac{1}{n+p}
\end{gathered}
$$

3. Prove that the sum of any number of fractions taken from among the sequence $\frac{1}{2^{2}}, \frac{1}{3^{2}}, \frac{1}{4^{2}}, \ldots$ is always less than unity.
4. Prove that

$$
\sqrt[n]{n!} \geqslant \sqrt{n}
$$

5. Show that if $a$ is a defective value of $\sqrt{A}$ to within unity $(a<\sqrt{A}<a+1)$, then

$$
a+\frac{A-a^{2}}{2 a+1}<\sqrt{A}<a+\frac{A-a^{2}}{2 a+1}+\frac{1}{4(2 a+1)} .
$$

6. Prove that

$$
1+\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{3}}+\ldots+\frac{1}{\sqrt{n}}<2 \sqrt{n+1}-2
$$

7. Prove that

$$
\frac{1}{2 \sqrt{s}}<\frac{1}{4^{s}} C_{2 s}^{s}<\frac{1}{\sqrt{2 s+1}}
$$

8. Prove that

$$
\cot \frac{\theta}{2} \geqslant 1+\cot \theta \quad(0<\theta<\pi)
$$

9. Show that if $A+B+C=\pi(A, B, C>0)$ and the angle $C$ is obtuse, then

$$
\tan A \tan B<1
$$

10. Let $\tan \theta=n \tan \varphi \quad(n>0)$. Prove that

$$
\tan ^{2}(\theta-\varphi) \leqslant \frac{(n-1)^{2}}{4 n} .
$$

11. Show that if

$$
\frac{1}{\cos \alpha \cos \beta}+\tan \alpha \tan \beta=\tan \gamma, \text { then } \cos 2 \gamma \leqslant 0 .
$$

12. Let us have $n$ fractions

$$
\frac{a_{1}}{b_{1}}, \frac{a_{2}}{b_{2}}, \ldots, \frac{a_{n}}{b_{n}}, b_{i}>0 \quad(i=1,2, \ldots, n)
$$

Prove that the fraction $\frac{a_{1}+a_{2}+\ldots+a_{n}}{b_{1}+b_{2}+\ldots+b_{n}}$ is contained between the greatest and the least of these fractions.
13. Prove that $\sqrt[m+n+\ldots+p]{a b \ldots l}$ is contained between the greatest and the least one of the quantities

$$
\sqrt[m]{a}, \sqrt[n]{b}, \ldots, \sqrt[p]{l}
$$

14. Suppose $0<\alpha<\beta<\gamma<\ldots<\lambda<\frac{\pi}{2}$.

Prove that

$$
\tan \alpha<\frac{\sin \alpha+\sin \beta+\sin \gamma+\ldots+\sin \lambda}{\cos \alpha+\cos \beta+\cos \gamma+\ldots+\cos \lambda}<\tan \lambda .
$$

15. Let $x^{2}=y^{2}+z^{2}(x, y, z>0)$.

Prove that

$$
\begin{aligned}
& x^{\lambda}>y^{\lambda}+z^{\lambda} \text { if } \lambda>2, \\
& x^{\lambda}<y^{\lambda}+z^{\lambda} \text { if } \lambda<2 .
\end{aligned}
$$

16. Prove that if

$$
a^{2}+b^{2}=1, \quad m^{2}+n^{2}=1
$$

then $|a m+b n| \leqslant 1$.
17. Let $a, b, c$ and $a+b-c, a+c-b, b+c-a$ be positive.

Prove that

$$
a b c \geqslant(a+b-c)(a+c-b)(b+c-a) .
$$

18. Let

$$
A+B+C=\pi
$$

Prove that

$$
\tan ^{2} \frac{A}{2}+\tan ^{2} \frac{B}{2}+\tan ^{2} \frac{C}{2} \geqslant 1 .
$$

19. Let

$$
A+B+C=\pi(A, B, C>0)
$$

Prove that

$$
\sin \frac{A}{2} \sin \frac{B}{2} \sin \frac{C}{2} \leqslant \frac{1}{8} .
$$

20. Given

$$
A+B+C=\pi(A, B, C>0)
$$

Prove that
$1^{\circ} \cos A+\cos B+\cos C \leqslant \frac{3}{2} ;$
$2^{\circ} \cos \frac{A}{2} \cos \frac{B}{2} \cos \frac{C}{2} \leqslant \frac{3 \sqrt{3}}{8}$.
21. Prove that

$$
\sqrt{(a+c)(b+d)} \geqslant \sqrt{a b}+\sqrt{c d} \quad(a, b, c \text { and } d>0)
$$

22. Prove that

$$
\frac{a^{3}+b^{3}}{2} \geqslant\left(\frac{a+b}{2}\right)^{3} \quad(a>0, b>0) .
$$

23. Prove that
$1^{\circ} \frac{a+b}{2} \geqslant \sqrt{a b} \quad(a \quad b>0)$;
$2^{\circ} \frac{1}{8} \frac{(a-b)^{2}}{a} \leqslant \frac{a+b}{2}-\sqrt{a b} \leqslant \frac{1}{8} \frac{(a-b)^{2}}{b}$ if $a \geqslant b$.
24. Prove that

$$
\frac{a+b+c}{3} \geq \sqrt[3]{a b c} \quad(a, b, c>0)
$$

25. Prove that
$\sqrt{a_{1} a_{2}}+\sqrt{a_{1} \theta_{3}}+\ldots+\sqrt{a_{n-1} a_{n}} \leqslant \frac{n-1}{2}\left(a_{1}+a_{2}+\ldots+a_{n}\right)$

$$
\left(a_{i}>0 ; i=1,2, \ldots, n\right)
$$

26. Let $a_{i}>0(i=1,2, \ldots, n)$ and $a_{1} a_{2} \ldots a_{n}=1$. Prove that

$$
\left(1+a_{1}\right)\left(1+a_{2}\right) \ldots\left(1+a_{n}\right) \geqslant 2^{n} .
$$

27. Prove that
$1^{\circ}(a+b)(a+c)(b+c) \geqslant 8 a b c \quad(a, b, c>0)$ :
$2^{\circ} \frac{a}{b+c}+\frac{b}{a+c}+\frac{c}{a+b} \geqslant \frac{3}{2}$.
28. Prove that

$$
\begin{gathered}
\sqrt[3]{(a+k)(b+l)(c+m)} \geqslant \sqrt[3]{a b c}+\sqrt[3]{k l m} \\
(a, b, c, k, l, m>0)
\end{gathered}
$$

29. Prove that

$$
\frac{1}{a}+\frac{1}{b}+\frac{1}{c} \geqslant \frac{9}{a+b+c} \quad(a, b, c>0)
$$

30. Prove that

$$
\frac{x_{1}+x_{2}+\ldots+x_{n}}{n} \geqslant \sqrt[n]{x_{1} x_{2} \ldots x_{n}} \quad\left(x_{i}>0 ; i=1,2, \ldots, n\right),
$$

the equality being obtained only in the case

$$
x_{1}=x_{2}=\ldots=x_{n} .
$$

31. Let $a_{1}, a_{2}, \ldots, a_{n}$ form an arithmetic progression $\left(a_{i}>0\right)$.

Prove that $\sqrt{a_{1} a_{n}} \leqslant \sqrt[n]{a_{1} a_{2} \ldots a_{n}} \leqslant \frac{a_{1}+a_{n}}{2}$.
In particular

$$
\sqrt{n}<\sqrt[n]{n!}<\frac{n+1}{2}
$$

32. Lel $a, b$, and $c$ be positive integers.

Prove that $a^{\frac{a}{a+b+c}} \cdot b^{\frac{b}{a+b+c}} \cdot c^{\frac{c}{a+b+c}} \geqslant \frac{1}{3}(a+b+c)$.
33. Prove that if $a, b, c$ are positive, rational and such that the sum of every two numbers exceeds a third one, then

$$
\left(1+\frac{b-c}{a}\right)^{\prime \prime}\left(1+\frac{c-a}{b}\right)^{b}\left(1+\frac{a-b}{c}\right)^{c} \leqslant 1
$$

34. Let $a, b, c, \ldots, l$ be $n$ positive numbers and

$$
s=a+b+c+\ldots+l
$$

Prove that $\frac{s}{s-a}+\frac{s}{s-b}+\ldots+\frac{s}{s-l} \geqslant \frac{n^{2}}{n-1}$.
35. Prove the inequality

$$
\begin{aligned}
\left(a_{1} b_{1}+a_{2} b_{2}+\ldots+a_{n} b_{n}\right)^{2} & \leqslant\left(a_{1}^{2}+a_{2}^{2}+\ldots+a_{n}^{2}\right) \times \\
& \times\left(b_{1}^{2}+b_{2}^{2}+\ldots+b_{n}^{2}\right) .
\end{aligned}
$$

36. Prove the inequality

$$
a_{1}+a_{2}+\ldots+a_{n} \leqslant \sqrt{n\left(a_{1}^{2}+a_{2}^{2}+\ldots+a_{n}^{2}\right)} .
$$

37. Prove that

$$
\left(x_{1}+x_{2}+\ldots+x_{n}\right)\left(\frac{1}{x_{1}}+\frac{1}{x_{2}}+\ldots+\frac{1}{x_{n}}\right) \geqslant n^{2} .
$$

38. Let

$$
\begin{gathered}
x_{1}+x_{2}+\ldots+x_{n}=p \\
x_{1} x_{2}+x_{1} x_{3}+\ldots+x_{1} x_{n}+x_{2} x_{3}+\ldots+x_{n-1} x_{n}=q .
\end{gathered}
$$

Prove that

$$
\frac{p}{n}+\frac{n-1}{n} \sqrt{p^{2}-\frac{2 n}{n-1} q} \geqslant x_{i} \geqslant \frac{p}{n}-\frac{n-1}{n} \sqrt{p^{2}-\frac{2 n}{n-1} q} .
$$

39. Let $a, b, c, \ldots, l$ be $n$ real positive numbers and let $p$ and $q$ be also two real numbers.

Prove that if $p$ and $q$ are of the same sign, then

$$
\begin{aligned}
n\left(a^{p+q}+b^{p+q}+\ldots+l^{p+q}\right) \geqslant\left(a^{p}+b^{p}\right. & \left.+\ldots+l^{p}\right) \times \\
& \times\left(a^{q}+b^{q}+\ldots+l^{q}\right) .
\end{aligned}
$$

And if $p$ and $q$ have different signs, then

$$
\begin{aligned}
n\left(a^{p+q}+b^{p+q}+\ldots+l^{p+q}\right) \leqslant\left(a^{p}+b^{p}+\right. & \left.\ldots+l^{p}\right) \times \\
& \times\left(a^{q}+b^{q}+\ldots+l^{q}\right) .
\end{aligned}
$$

40. Prove that
$1^{\circ}(1+\alpha)^{\lambda}>1+\alpha \lambda$ ( $\alpha$ is any positive number; $\lambda>1$ is rational).
$2^{\circ}(1+\alpha)^{\lambda}<\frac{1}{1-\alpha \lambda}(\alpha>0$ real, $\lambda$ rational and positive, $\alpha \lambda<1$ ).
41. Let $u_{n}=\left(1+\frac{1}{n}\right)^{n}, n$ is a positive integer.
$1^{\circ}$ Prove that

$$
u_{n+1}>u_{n} .
$$

$2^{\circ}$ Prove that $u_{n}$ is a bounded quantity, i.e. there exists a constant (independent of $n$ ) such that $u_{n}$ is less than this constant for any $n$.
42. Prove that

$$
\begin{aligned}
\sqrt{2}>\sqrt[3]{\overline{3}}>\sqrt[4]{4}>\sqrt[5]{\overline{5}}>\sqrt[6]{\overline{6}}>\ldots & >\sqrt[n]{n}> \\
& >\sqrt[n+1]{n+1}>\ldots .
\end{aligned}
$$

43. Prove that
$2>\sqrt{\overline{3}}>\sqrt[3]{4}>\sqrt[4]{\overline{5}}>\ldots>\sqrt[n-1]{n}>\sqrt[n]{n+1}>\ldots$.
44. Let us have

$$
\left.\begin{array}{l}
a_{11} x_{1}+a_{12} x_{2}+\ldots+a_{1 n} x_{n}=y_{1} \\
a_{21} x_{1}+a_{22} x_{2}+\ldots+a_{2 n} x_{n}=y_{2} \\
\cdots \cdots \cdots \cdots+\cdots+\cdots+\cdots
\end{array}\right)
$$

where $a_{i j}>0$ and rational, $x_{i j}>0$.

Furthermore, it is given that

$$
\begin{aligned}
a_{k 1}+a_{k 2}+\ldots+a_{k n} & =1 \\
a_{1 k}+a_{2 k}+\ldots+a_{n k} & =1 \quad(k=1,2, \ldots, n)
\end{aligned}
$$

Prove that

$$
y_{1} y_{2} \ldots y_{n} \geqslant x_{1} x_{2} \ldots x_{n} .
$$

45. Let

$$
a_{i}>0, b_{i}>0 \quad(i=1,2, \ldots, n)
$$

Prove that

$$
\begin{gathered}
\sqrt[n]{\left(a_{1}+b_{1}\right)\left(a_{2}+b_{2}\right) \ldots\left(a_{n}+b_{n}\right)} \geqslant \sqrt[n]{a_{1} a_{2} \ldots a_{n}}-+ \\
+\sqrt[n]{b_{1} b_{2} \ldots b_{n}}
\end{gathered}
$$

46. Prove that

$$
\left(\frac{x_{1}+x_{2}+\ldots+x_{n}}{n}\right)^{k} \leqslant \frac{x_{1}^{k}+x_{2}^{k}+\ldots+x_{n}^{k}}{n},
$$

$n$ and $k$ are positive integers, $x_{i}>0$.
47. Let the function $\varphi(t)$ defined in a certain interval possess the following property

$$
\varphi\left(\frac{t_{1}+t_{2}}{2}\right)<\frac{\varphi\left(t_{1}\right)+\varphi\left(t_{2}\right)}{n}
$$

for any two $t_{1}$ and $t_{2}$ not equal to each other.
Then

$$
\varphi\left(\frac{t_{1}+t_{2}+\ldots+t_{n}}{n}\right)<\frac{\varphi\left(t_{1}\right)+\varphi\left(t_{2}\right)+\ldots+\varphi\left(t_{n}\right)}{n},
$$

where $t_{1}, t_{2}, \ldots, t_{n}$ are $n$ arbitrary values from the given interval not equal to one another.
48. Find the greatest value of the sum

$$
S=\sin a_{1}+\sin a_{2}+\ldots+\sin a_{n}
$$

if

$$
a_{i}>0 \text { and } a_{1}+a_{2}+\ldots+a_{n}=\pi
$$

49. Let $x, p$ and $q$ be positive, $p$ and $q$ being integers. Prove that

$$
\frac{x^{p}-1}{p}>\frac{x^{q}-1}{q}
$$

if $p>q(x \neq 1)$.
50. Let $x>0$ and not equal to $1, m$ rational.

Prove that

$$
m x^{m-1}(x-1)>x^{m}-1>m(x-1)
$$

if $m$ does not lie between 0 and 1 .
But if $0<m<1$, then

$$
m x^{m-1}(x-1)<x^{m}-1<m(x-1) .
$$

51. Prove that

$$
(1+x)^{m} \geqslant 1+m x
$$

if $m$ does not lie in the interval between 0 and 1 ;

$$
(1+x)^{m} \leqslant 1+m x
$$

if $0 \leqslant m \leqslant 1$ ( $m$ rational, $x>-1$ ).
52. Prove that

$$
\left(\frac{x_{1}^{p}+x_{2}^{p}+\ldots+x_{n}^{p}}{n}\right)^{\frac{1}{p}} \leqslant\left(\frac{x_{1}^{q}+x_{2}^{q}+\ldots+x_{n}^{q}}{n}\right)^{\frac{1}{q}},
$$

$q \geqslant p$, both $q$ and $p$ being positive integers.
53. Find the value of $x$ at which the expression

$$
\left(x-x_{1}\right)^{2}+\left(x-x_{2}\right)^{2}+\ldots+\left(x-x_{n}\right)^{2}
$$

takes on the least value.
54. Let $x_{1}+x_{2}+\ldots+x_{n}=C$ ( $C$ constant $)$. At what $x_{1}, x_{2}, \ldots, x_{n}$ does the expression $x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}$ attdin the least value?
55. Let $x_{i}>0 \quad(i=1,2, \ldots, n) \quad$ and $\quad x_{1}+x_{2}+$ $+\ldots+x_{n}=C$.
At what values of the variables $x_{1}, x_{2}, \ldots, x_{n}$ does the expression

$$
x_{1}^{\lambda}+x_{2}^{\lambda}+\cdots+x_{n}^{\lambda}
$$

( $\lambda$ rational) attain the least value? -
56. Given $x_{i}>0(i=1,2, \ldots, n)$ and the sum $x_{1}+$ $+x_{2}+\ldots+x_{n}=C=$ const. Prove that the product $x_{1} x_{2} \ldots x_{n}$ reaches the greatest value when $x_{1}=x_{2}=$ $=\ldots=x_{n}=\frac{C}{n}$.
57. Given $x_{i}>0(i=1,2, \ldots, n)$ and the product $x_{1} x_{2} x_{3} \ldots x_{n}$ is constant, i.e., $x_{1} x_{2} \ldots x_{n}=C$.

Prove that the sum $x_{1}+x_{2}+\ldots+x_{n}$ attains the least value when

$$
x_{1}=x_{2}=\ldots=x_{n}=\sqrt[n]{C}
$$

58. Let $x_{i}>0(i=1,2, \ldots, n)$ and the sum $x_{1}+$ $+x_{2}+\ldots+x_{n}=C=$ const.

Show that

$$
x_{1}^{\mu_{1}} x_{2}^{\mu_{2}} \ldots x_{n}^{\mu_{n}}
$$

takes on the greatest value when

$$
\frac{x_{1}}{\mu_{1}}=\frac{x_{2}}{\mu_{2}}=\ldots=\frac{x_{n}}{\mu_{n}}=\frac{C}{\mu_{1}+\mu_{2}+\ldots+\mu_{n}},
$$

$\mu_{i}>0(i=1,2, \ldots, n)$ and rational.
59. Let

$$
a_{i}>0, x_{i}>0 \quad(i=1,2, \ldots, n)
$$

and

$$
a_{1} x_{1}+a_{2} x_{2}+\ldots+a_{n} x_{n}=C .
$$

Prove that the product $x_{1} x_{2} \ldots x_{n}$ attains the greatest value when

$$
a_{1} x_{1}=a_{2} x_{2}=\ldots=a_{n} x_{n}=\frac{C}{n} .
$$

60. Given

$$
a_{i}>0, \quad x_{i}>0 \text { and } a_{1} x_{1}^{\lambda_{1}}+a_{2} x_{2}^{\lambda_{2}}+\ldots+a_{n} x_{n}^{\lambda_{n}}=C
$$

( $\lambda_{i}>0$ and rational).
Prove that

$$
x_{1}^{\mu_{1}} x_{2}^{\mu_{2}} \ldots x_{n}^{\mu_{n}}
$$

takes on the greatest value when

$$
\frac{\lambda_{1} a_{1} x_{1}^{\lambda_{1}}}{\mu_{1}}=\frac{\lambda_{2} a_{2} x_{2}^{\lambda_{2}}}{\mu_{2}}=\ldots=\frac{\lambda_{n} a_{n} x_{n}^{\lambda_{n}}}{\mu_{n}} .
$$

61. Let $x_{1}^{\lambda_{1}} x_{2}^{\lambda_{2}} \ldots x_{n}^{\lambda_{n}}=C=$ const.

Show that

$$
a_{1} x_{1}^{\mu_{1}}+a_{2} x_{2}^{\mu_{2}}+\ldots+a_{n} x_{n}^{\mu_{n}}
$$

attains the least value if

$$
\cdot \frac{x_{1}^{\mu_{1}}}{\frac{\lambda_{1}}{a_{1} \mu_{1}}}=\frac{x_{2}^{\mu_{2}}}{\frac{\lambda_{2}}{a_{2} \mu_{2}}}=\ldots=\frac{x_{n}^{\mu_{n}}}{\frac{\lambda_{n}}{a_{n} \mu_{n}}}
$$

( $a_{i}, x_{i}>0 ; \lambda_{i}$ and $\mu_{i}>0$ are rational).
62. Find at what values of $x, y, z, \ldots, t$ the sum

$$
x^{2}+y^{2}+z^{2}+\ldots+t^{2}
$$

takes on the least value if

$$
a x+b y+\ldots+k t=A \quad(a, b, \ldots, k \text { and } A \text { constant }) .
$$

63. At what values of $x, y$ does the expression

$$
\begin{aligned}
u=\left(a_{1} x+b_{1} y+c_{1}\right)^{2}+\left(a_{2} x+b_{2} y\right. & \left.+c_{2}\right)^{2}+\ldots+ \\
& +\left(a_{n} x+b_{n} y+c_{n}\right)^{2}
\end{aligned}
$$

take on the least value?
64. Let $x_{0}, x_{1}, \ldots, x_{n}$ be integers and let us assume

$$
x_{0}<x_{1}<x_{2}<\ldots<x_{n}
$$

Prove that any polynomial of $n$th degree $x^{n}+a_{1} x^{n-1}+$ $+\ldots+a_{n}$ attains at points $x_{0}, x_{1}, \ldots, x_{n}$ the values at least one of which exceeds or equals $\frac{n!}{2^{n}}$.
65. Let $0 \leqslant x \leqslant \frac{\pi}{2}$. At what value of $x$ does the product $\sin x \cos x$ reach the greatest value?
66. Let
$x+y+z=\frac{\pi}{2} ; \quad 0 \leqslant x \leqslant \frac{\pi}{2}, \quad 0 \leqslant y \leqslant \frac{\pi}{2}, \quad 0 \leqslant z \leqslant \frac{\pi}{2}$.
At what values of $x, y$ and $z$ does the product $\tan x \tan y \times$ $\times \tan z$ attain the greatest value?
67. Prove that

$$
\frac{1}{n+1}+\frac{1}{n+2}+\ldots+\frac{1}{3 n+1}>1
$$

( $n$ a positive integer).
68. Let $a>1$ and $n$ be a positive integer. Prove that

$$
a^{n}-1 \geqslant n\left(a^{\frac{n+1}{2}}-a^{\frac{n-1}{2}}\right)
$$

69. Prove that

$$
\frac{n}{2}<1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{2^{n}-1}<n
$$

( $n$ a positive integer).
70. Prove that

$$
\frac{1}{\frac{1}{a}+\frac{1}{b}}+\frac{1}{\frac{1}{c}+\frac{1}{d}} \leqslant \frac{1}{\frac{1}{a+c}+\frac{1}{b+d}} \quad(a, b, c, d>0) .
$$

## 9. MATHEMATICAL INDUCTION

This section contains problems which are mainly solved using the method of mathematical induction. A certain amount of problems is dedicated to combinatorics.

1. Given

$$
v_{n+1}=3 v_{n}-2 v_{n-1}
$$

and

$$
v_{0}=2, \quad v_{1}=3
$$

Prove that

$$
v_{n}=2^{n}+1
$$

2. Let

$$
u_{n+1}=3 u_{n}-2 u_{n-1}
$$

and

$$
u_{0}=0, \quad u_{1}=1
$$

Prove that

$$
u_{n}=2^{n}-1
$$

3. Let $a$ and $A>0$ be arbitrary given numbers and let $a_{1}=\frac{1}{2}\left(a+\frac{A}{a}\right), \quad a_{2}=\frac{1}{2}\left(a_{1}+\frac{A}{a_{1}}\right), \ldots, \quad a_{n}=$

$$
=\frac{1}{2}\left(a_{n-1}+\frac{A}{a_{n-1}}\right) .
$$

Prove that

$$
\frac{a_{n}-\sqrt{\bar{A}}}{a_{n}+\sqrt{\bar{A}}}=\left(\frac{a_{1}-\sqrt{A}}{a_{1}+\sqrt{\bar{A}}}\right)^{2^{n-1}}
$$

for any whole $n$.
4. The series of numbers

$$
a_{0}, a_{1}, a_{2}, \ldots
$$

is formed according to the following law. The first two numbers $a_{0}$ and $a_{1}$ are given, each subsequent number being equal to the half-sum of two previous ones. Express $a_{n}$ in terms of $a_{0}, a_{1}$ and $n$.
5. The terms of the series

$$
a_{1}, a_{2}, a_{3}, \ldots
$$

are determined as follows

$$
a_{1}=2 \text { and } a_{n}=3 a_{n-1}+1
$$

Find the sum

$$
a_{1}+a_{2}+\ldots+a_{n}
$$

6. The terms of the series

$$
a_{1}, a_{2}, \ldots
$$

are connected by the relation

$$
a_{n}=k a_{n-1}+l(n=2,3, \ldots) .
$$

Express $a_{n}$ in terms of $a_{1}, k, l$ and $n$.
7. The sequence $a_{1}, a_{2}, \ldots$ satisfies the relation $a_{n+1}-$ $-2 a_{n}+a_{n-1}=1$.

Express $a_{n}$ in terms of $a_{1}, a_{2}$ and $n$.
8. The tern.v of the series

$$
a_{1}, a_{2}, a_{3}, \ldots
$$

are related in the following way $a_{n+3}-3 a_{n+2}+3 a_{n+1}-a_{n}=1$.
Express $a_{n}$ in terms of $a_{1}, a_{2}, a_{3}$ and $n$.
9. Let the pairs of numbers

$$
(a, b)\left(a_{1}, b_{1}\right)\left(a_{2}, b_{2}\right) \ldots
$$

be obtained according to the following law
$a_{1}=\frac{a+b}{2}, \quad b_{1}=\frac{a_{1}+b}{2}, \quad a_{2}=\frac{a_{1}+b_{1}}{2}, \quad b_{2}=\frac{a_{2}+b_{1}}{2}, \ldots$.

Prove that

$$
\begin{aligned}
& a_{n}=a+\frac{2}{3}(b-a)\left(1-\frac{1}{4^{n}}\right) \\
& b_{n}=a+\frac{2}{3}(b-a)\left(1+\frac{1}{2 \cdot 4^{n}}\right) .
\end{aligned}
$$

10. The terms of the series

$$
x_{0}, y_{0}, x_{1}, y_{1}, x_{2}, y_{2}, \ldots
$$

are determined by the relations

$$
x_{n}=x_{n-1}+2 y_{n-1} \sin ^{2} \alpha, \quad y_{n}=y_{n-1}+2 x_{n-1} \cos ^{2} \alpha .
$$

Besides, it is known that $x_{0}=0, y_{0}=\cos \alpha$.
Express $x_{n}$ and $y_{n}$ in terms of $\alpha$.
11. The numbers

$$
x_{0}, x_{1}, x_{2}, \ldots \quad y_{0}, y_{1}, y_{2}, \ldots
$$

are related as follows

$$
\begin{aligned}
& x_{n}=\alpha x_{n-1}+\beta y_{n-1}, \\
& y_{n}=\gamma x_{n-1}+\delta y_{n-1}
\end{aligned} \quad(\alpha \delta-\beta \gamma \neq 0) .
$$

Express $x_{n}$ and $y_{n}$ in terms of $x_{0}, y_{0}$ and $n$.
12. The terms of the series

$$
x_{0}, x_{1}, x_{2}, \ldots
$$

are determined by the relation

$$
x_{n}=\alpha x_{n-1}+\beta x_{n-2} .
$$

Express $x_{n}$ in terms of $x_{0}, x_{1}$ and $n$.
13. The terms of the series $x_{0}, x_{1}, \ldots$ are connected by the relation

$$
x_{n}=\frac{p x_{n-1}+q x_{n-2}}{p+q} .
$$

Express $x_{n}$ in terms of $x_{0}, x_{1}$ and $n$.
14. The terms $x_{0}, x_{1}, x_{2}, \ldots$ are determined by the equality

$$
x_{n}=\frac{\alpha x_{n-1}+\beta}{\gamma x_{n-1}+\delta} .
$$

Express $x_{n}$ in terms of $x_{0}$ and $n$.
Consider the particular cases

$$
x_{n}=\frac{x_{n-1}}{2 x_{n-1}+1}, \quad x_{n}=\frac{x_{n-1}+1}{x_{n-1}+3} .
$$

15. The numbers:

$$
\begin{aligned}
& a_{0}, a_{1}, a_{2}, \ldots \\
& b_{0}, b_{1}, b_{2}, \ldots
\end{aligned}
$$

are determined by the following law

$$
a_{n+1}=\frac{a_{n}+b_{n}}{2}, \quad b_{n+1}=\frac{2 a_{n} b_{n}}{a_{n}+b_{n}},
$$

$a_{0}$ and $b_{0}$ are given, and $a_{0}>b_{0}>0$. Express $a_{n}$ and $b_{n}$ in terms of $a_{0}, b_{0}$ and $n$.
16. Prove the identity

$$
\frac{n}{2 n+1}+\frac{1}{2^{3}-2}+\ldots+\frac{1}{(2 n)^{3}-2 n}=\frac{1}{n+1}+\frac{1}{n+2}+\ldots+\frac{1}{2 n} .
$$

17. Simplify the expression

$$
\begin{aligned}
& (1-x)\left(1-x^{2}\right) \ldots\left(1-x^{n}\right)+x\left(1-x^{2}\right)\left(1-x^{3}\right) \ldots \times \\
& \quad \times\left(1-x^{n}\right)+x^{2}\left(1-x^{3}\right) \ldots\left(1-x^{n}\right)+\ldots+ \\
& \quad+x^{k}\left(1-x^{k+1}\right) \ldots\left(1-x^{n}\right)+\ldots+x^{n-1}\left(1-x^{n}\right)+x^{n}
\end{aligned}
$$

18. Prove the identity

$$
\frac{x}{1-x^{2}}+\frac{x^{2}}{1-x^{4}}+\frac{x^{4}}{1-x^{8}}+\ldots+\frac{x^{2^{n-1}}}{1-x^{2^{n}}}=\frac{1}{1-x} \cdot \frac{x-x^{2^{n}}}{1-x^{2^{2}}} .
$$

19. Check the identity

$$
\begin{aligned}
(1+x)\left(1+x^{2}\right)\left(1+x^{4}\right) \cdots( & \left(1+x^{2^{n-1}}\right)= \\
& =1+x+x^{2}+x^{3}+\cdots+x^{2^{n-1}}
\end{aligned}
$$

20. Prove the validity of the identity

$$
\begin{aligned}
1 & +\frac{1}{a}+\frac{a+1}{a b}+\frac{(a+1)(b+1)}{a b c}+\ldots+ \\
& +\frac{(a+1)(b+1) \ldots(s+1)(k+1)}{a b c \ldots s k l}=\frac{(a+1)(b+1) \ldots(k+1)(l+1)}{a b c \ldots k l} .
\end{aligned}
$$

21. Prove the identity

$$
\begin{aligned}
& \frac{b+c+d+\ldots+k+l}{a(a+b+c+\ldots+k+l)}=\frac{b}{a(a+b)}+\frac{c}{(a+b)(a+b+c)}+\ldots+ \\
& \quad+\frac{d}{(a+b+c)(a+b+c+d)}+\cdots+ \\
& \quad+\frac{l}{(a+b+\cdots+k)(a+b+\ldots+k+l)} .
\end{aligned}
$$

22. Let

$$
\begin{aligned}
\frac{q}{1-q}(1-z)+ & \frac{q^{2}}{1-q^{2}}(1-z)(1-q z)+\ldots+ \\
& +\frac{q^{n}}{1-q^{n}}(1-z)(1-q z) \ldots\left(1-q^{n-1} z\right)=F_{n}(z) .
\end{aligned}
$$

Prove the identity

$$
1+F_{n}(z)-F_{n}(q z)=(1-q z)\left(1-q^{2} z\right) \ldots\left(1-q^{n} z\right)
$$

23. Prove that

$$
\sum_{k=1}^{k=n} \frac{\left(1-a^{n}\right)\left(1-a^{n-1}\right) \ldots\left(1-a^{n-k+1}\right)}{1-a^{k}}=n .
$$

24. Compute the sum

$$
S_{n}=\frac{a}{b}+\frac{a(a-1)}{b(b-1)}+\frac{a(a-1)(a-2)}{b(b-1)(b-2)}+\frac{a(a-1) \ldots(a-n+1)}{b(b-1) \ldots(b-n+1)}
$$

( $b$ is not equal to $0,1,2, \ldots, n-1$ ).
25. Let

$$
\begin{aligned}
S_{n}=a_{1}+\left(a_{1}+1\right) a_{2} & +\left(a_{1}+1\right)\left(a_{2}+1\right) a_{3}+\ldots+ \\
& +\left(a_{1}+1\right)\left(a_{2}+1\right) \ldots\left(a_{n-1}+1\right) a_{n}
\end{aligned}
$$

Prove that

$$
S_{n}=\left(a_{1}+1\right)\left(a_{2}+1\right) \ldots\left(a_{n}+1\right)-1 .
$$

26. Prove the following identities:

$$
\begin{aligned}
& 1^{\circ} \sum_{\substack{x=1 \\
x=n}}^{x=n} x(x+1) \ldots(x+q)=\frac{1}{q+2} n(n+1) \ldots(n+q+1) ; \\
& 2^{\circ} \sum_{x=1} \frac{1}{x(x+1) \ldots(x+q)}=\frac{1}{q}\left\{\frac{1}{q!}-\frac{1}{(n+1)(n+2) \ldots(n+q)}\right\} .
\end{aligned}
$$

## 27. Prove the identity

$$
\begin{aligned}
\left(1-\frac{1}{2}-\frac{1}{4}\right)+ & \left(\frac{1}{3}-\frac{1}{6}-\frac{1}{8}\right)+\ldots+ \\
& +\left(\frac{1}{2 n-1}-\frac{1}{4 n-2}-\frac{1}{4 n}\right)= \\
& =\frac{1}{2}\left(1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\ldots+\frac{1}{2 n-1}-\frac{1}{2 n}\right)
\end{aligned}
$$

28. Let us have a sequence of numbers (Fibonacci's series)

$$
0,1,1,2,3,5,8,13,21, \ldots
$$

This sequence is determined by the following conditions

$$
u_{n+1}=u_{n}+u_{n-1}
$$

and $u_{0}=0, u_{1}=1$.
Show that there exist the following relations
$1^{\circ} u_{n+2}=u_{0}+u_{1}+u_{2}+\ldots+u_{n}+1$;
$2^{\circ} u_{2 n+2}=u_{1}+u_{3}+u_{5}+\ldots+u_{2 n+1} ;$
$3^{\circ} u_{2 n+1}=1+u_{2}+u_{4}+\ldots+u_{2 n}$;
$4^{\circ}-u_{2 n-1}+1=u_{1}-u_{2}+u_{3}+\ldots+u_{2 n-1}-u_{2 n}$ :
$5^{\circ} u_{2 n-2}+1=u_{1}-u_{2}+u_{3}-u_{4}+\ldots+u_{2 n-1}$;
$6^{\circ} u_{n} u_{n+1}=u_{1}^{2}+u_{2}^{2}+\ldots+u_{n}^{2}$;
$7^{\circ} u_{2 n}^{2}=u_{1} u_{2}+u_{2} u_{3}+\ldots+u_{2 n-1} u_{2 n} ;$
$8^{\circ} u_{n+1} u_{n+2}-u_{n} u_{n+3}=(-1)^{n}$;
$9^{\circ} u_{n}^{2}-u_{n+1} u_{n-1}=(-1)^{n+1}$;
$10^{\circ} u_{n}^{4}-u_{n-2} u_{n-1} u_{n+1} u_{n+2}=1$.
29. Compute the sum

$$
\frac{1}{1 \cdot 2}+\frac{2}{1 \cdot 3}+\ldots+\frac{u_{n+2}}{u_{n+1} u_{n+3}} .
$$

30. Prove the relations
$1^{\circ} u_{n+p-1}=u_{n-1} u_{p-1}+u_{n} u_{p}$;
$2^{\circ} u_{2 n-1}=u_{n}^{2}+u_{n-1}^{2}$;
$3^{\circ} u_{2 n-1}=u_{n} u_{n+1}-u_{n-2} u_{n-1}$.
31. Prove that $u_{n}^{3}+u_{n+1}^{3}-u_{n-1}^{3}=u_{3 n}$.
32. Prove that $u_{n}=\sum_{k=0}^{k=\left[\frac{n-1}{2}\right]} C_{n k-1}^{k}$.
33. Find the number of whole positive solutions of the equation $x_{1}+x_{2}+\ldots+x_{n}=m$ ( $m$ a positive integer).
34. Prove that the total number of whole nonnegative solutions of the equations

$$
\begin{gathered}
x+2 y=n, \quad 2 x+3 y=n-1, \ldots, n x+(n+1) y=1 \\
(n+1) x+(n+2) y=0
\end{gathered}
$$

is equal to $n+1$.
35. Show that the total number of whole nonnegative solutions of the equations

$$
\begin{aligned}
& x+4 y=3 n-1, \quad 4 x+9 y=5 n-4, \quad 9 x+16 y= \\
& -7 n-9, \ldots, n^{2} x+(n+1)^{2} y=n(n+1)
\end{aligned}
$$

is equal to $n$.
36. There are $n$ white and $n$ black balls marked $1,2,3, \ldots$, $n$. In how many ways can the balls be arranged in a row so that all neighbouring balls were of different colour?
37. In how many ways is it possible to distribute kn distinct objects into $k$ groups, each consisting of $n$ elements?
38. ILow many permutations can be made up of $n$ elements in which the two elements $a$ and $b$ never stand side by side?
39. Find the number of permutations of $n$ elements in which none of the elements occupies the original position.
40. In how many ways can $n$ distinct letters be arranged in $r$ squares (first, second, ..., $r$ th square) so that each square contains at least one letter (the order of the letters inside the squares is disregarded)?

## 10. LIMITS

We take as known the concept of a variable and its limit, as well as the basic theorems on limits which are usually treated in elementary textbooks of algebra (the limit of a sum, product and quotient). Let us here remind the reader
of one of the indications for a limit to exist: if a variable increases but remains smaller than a certain constant, then such a variable has a limit (likewise, a variable which, when decreasing, remains greater than a certain constant also has a limit). When dealing with an infinitely decreasing geometric progression and, in general, with simple infinite series, one should bear in mind that the symbolic notation

$$
u_{1}+u_{2}+u_{3}+\ldots+u_{n}+\ldots
$$

denotes none other than $\lim _{n \rightarrow \infty}\left(u_{1}+u_{2}+\ldots+u_{n}\right)$ if such a limit exists. If there is no limit, then the series

$$
u_{1}+u_{2}+u_{3}+\ldots+u_{n}+\ldots
$$

is said to be divergent, and it is useless to speak of its numerical value.

1. Let $x_{n}=a^{n}$ and $|a|<1$. Prove that $\lim _{n \rightarrow \infty} x_{n}=0$.
2. Prove that

$$
\lim _{n \rightarrow \infty} \frac{a^{n}}{n!}=0
$$

for any real $a$.
3. Find

$$
\begin{gathered}
\lim _{n \rightarrow \infty} \frac{a_{0} n^{k}+a_{1} n^{n-1}+\ldots+a_{k}}{b_{0} n^{h}+b_{1} n^{h-1}+\ldots+b_{h}} \\
\left(a_{0} \neq 0, \quad b_{0} \neq 0\right)
\end{gathered}
$$

4. Let

$$
P_{n}=\frac{2^{3}-1}{2^{3}+1} \cdot \frac{3^{3}-1}{3^{3}+1} \cdots \frac{n^{3}-1}{n^{3}+1} .
$$

Prove that $\lim _{n \rightarrow \infty} P_{n}=\frac{2}{3}$.
5. Prove that
$\lim _{n \rightarrow \infty} \frac{1^{k} \dashv 2^{k}+\ldots+n^{k}}{n^{k+1}}=\frac{1}{k+1} \quad(k$ a positive integer $)$.
6. Prove that

$$
\lim _{n \rightarrow \infty}\left\{\frac{1^{k}+2^{k}+\ldots+n^{k}}{n^{k}}-\frac{n}{k+1}\right\}==\frac{1}{2}
$$

( $k$ a positive integer).
7. Let us have a sequence of numbers $x_{n}$ determined by the equality

$$
x_{n}=\frac{x_{n-1}+x_{n-2}}{3}
$$

and the values $x_{0}$ and $x_{1}$.
Prove that

$$
\lim _{n \rightarrow \infty} x_{n}=\frac{x_{0}+2 x_{1}}{3} .
$$

8. Let $N>0$. Let us take an arbitrary positive number $x_{0}$ and form the following sequence

$$
\begin{aligned}
& x_{1}=\frac{1}{2}\left(x_{0}+\frac{N}{x_{0}}\right), \\
& x_{2}=\frac{1}{2}\left(x_{1}+\frac{N}{x_{1}}\right), \\
& \cdots \cdots \cdots \cdots \\
& x_{p}=\frac{1}{2}\left(x_{p-1}+\frac{N}{x_{p-1}}\right),
\end{aligned}
$$

Prove that $\lim _{n \rightarrow \infty} x_{n}=\sqrt{N}$.

$$
n \rightarrow \infty
$$

9. Generalize the result of the preceding problem for the extracting a root of any index from a positive number.

Prove that if

$$
\begin{aligned}
& x_{1}=\frac{m-1}{m} x_{0}+\frac{N}{m x_{0}^{m-1}}, \\
& x_{2}=\frac{m-1}{m} x_{1}+\frac{N}{m x_{1}^{m-1}}, \\
& \cdots \cdots \cdots \cdot \cdots \\
& x_{p}=\frac{m-1}{m} x_{p-1}+\frac{N}{m x_{p-1}^{m-1}},
\end{aligned}
$$

then

$$
\lim _{n \rightarrow \infty} x_{n}=\sqrt[m]{N}
$$

10. Prove that

$$
\lim _{n \rightarrow \infty} \sqrt[n]{\frac{1}{n!}}=0
$$

11. Let

$$
S_{n}=\sum_{k=1}^{k=n}\left(\sqrt{1+\frac{k}{n^{2}}}-1\right) .
$$

Find

$$
\lim S_{n}
$$

$$
n \rightarrow \infty
$$

12. Let the variable $x_{n}$ be determined by the following law of formation

$$
\begin{aligned}
& x_{0}=\sqrt{a} \\
& x_{1}=\sqrt{a+\sqrt{a}} \\
& x_{2}=\sqrt{a+\sqrt{a+\sqrt{a}}} \\
& x_{3}=\sqrt{a+\sqrt{a+\sqrt{a+\sqrt{a}}}}
\end{aligned}
$$

Find

$$
\lim _{n \rightarrow \infty} x_{n} .
$$

13. Prove that the variable

$$
x_{n}=1+\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{3}}+\ldots+\frac{1}{\sqrt{n}}-2 \sqrt{n}
$$

has a limit as $n \rightarrow \infty$.
14. Let us be given two sequences

$$
\begin{aligned}
& x_{0}, x_{1}, x_{2}, \ldots, \\
& y_{0}, y_{1}, y_{2}, \ldots
\end{aligned} \quad\left(x_{0}>y_{0}>0\right)
$$

where each subsequent term is formed from the preceding ones in the following manner

$$
x_{n}=\frac{x_{n-1}+y_{n-1}}{2}, \quad y_{n}=\sqrt{x_{n-1} y_{n-1}} .
$$

Prove that $x_{n}$ and $y_{n}$ have limits which are equal to each other.
15. Let

$$
\left.\begin{aligned}
S_{1} & =1+q+q^{2}+\ldots \\
S & =1+Q+Q^{2}+\ldots
\end{aligned}|<1, \quad| Q \right\rvert\,<1 .
$$

Find

$$
1+q Q+q^{2} Q^{2}+\ldots .
$$

16. Let $s$ be the sum of terms of an infinite geometric progression, $\sigma^{2}$ the sum of squares of the terms. Show that the sum of $n$ terms of this progression is equal to

$$
s\left\{1-\left[\frac{s^{2}-\sigma^{2}}{s^{2}+\sigma^{2}}\right]^{n}\right\}
$$

17. Prove that
$1^{\circ} \lim _{n \rightarrow \infty} n^{k} x^{n}=0$ if $|x|<1$ and $k$ is a positive integer;
$2^{\circ} \lim _{n \rightarrow \infty} \sqrt[n]{n}=1$.
18. Find the sums of the following series
$1^{\circ} \frac{1}{1 \cdot 2}+\frac{1}{2 \cdot 3}+\frac{1}{3 \cdot 4}+\ldots+\frac{1}{n(n+1)}+\ldots$;
$2^{\circ} \frac{1}{1 \cdot 2 \cdot 3}+\frac{1}{2 \cdot 3 \cdot 4}+\ldots+\frac{1}{n(n+1)(n+2)}+\ldots$.
19. Prove that the series

$$
1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\ldots+\frac{1}{n}+\ldots
$$

is a divergent one.
20. Prove that the series

$$
1+\frac{1}{2^{\alpha}}+\frac{1}{3^{\alpha}}+\frac{1}{4^{\alpha}}+\ldots+\frac{1}{n^{\alpha}}+\ldots
$$

is a convergent one if $\alpha>1$.
21. Find the sums of the following series

$$
1^{\circ} 1+2 x+3 x^{2}+\ldots+n x^{n-1}+\ldots ;
$$

$2^{\circ} 1+4 x+9 x^{2}+\ldots+n^{2} x^{n-1}+\ldots$;
$3^{\circ} 1+2^{3} x+3^{3} x^{2}+\ldots+n^{3} x^{n-1}+\ldots \quad(|x|<1)$.
22. $1^{\circ}$ Prove that the variable $u_{n}=\left(1 \left\lvert\, \frac{1}{n}\right.\right)^{n}(n=1,2$, $3, \ldots$ ) has a limit.
$2^{\circ}$ Denoting the limit $u_{n}$ by $e$ so that $\lim _{n \rightarrow \infty}\left(1+\frac{1}{n}\right)^{n}=e$, prove that

$$
\begin{gathered}
e=1+1+\frac{1}{1 \cdot 2}+\frac{1}{1 \cdot 2 \cdot 3}+\ldots+\frac{1}{1 \cdot 2 \cdot 3 \ldots k}+\frac{\theta}{1 \cdot 2 \cdot 3 \ldots k \cdot k} \\
(0<\theta<1) .
\end{gathered}
$$

23. Let $0<x<\frac{\pi}{2}$.

Knowing that $\lim _{x \rightarrow 0} \frac{\sin x}{x}=1$, prove that

$$
x-\sin x \leqslant \frac{1}{6} x^{3}
$$

24. $1^{\circ}$ Prove that the series

$$
\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}}+\frac{a_{3}}{10^{3}}+\ldots+\frac{a_{n}}{10^{n}}+\ldots \quad\left(0 \leqslant a_{i} \leqslant 9\right)
$$

is a convergent one.
$2^{\circ}$ Prove that for any real number $\omega(0<\omega<1)$ it is always possible to find, and in the unique way, $a_{i}\left(0 \leqslant a_{i} \leqslant\right.$ $\leqslant 9 ; a_{i}$ being integers), such that

$$
\omega=\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}}+\frac{a_{3}}{10^{3}}+\ldots+\frac{a_{n}}{10^{n}}+\ldots
$$

(i.e. to expand the real number in decimal fractions).
$3^{\circ}$ Show that if a decimal fraction

$$
\omega=\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}}+\frac{a_{3}}{10^{3}}+\ldots+\frac{a_{n}}{10^{n}}+\ldots
$$

is finiss or periodic (i.e., for instance, $a_{n+1}=a_{1}, a_{n+2}=$ $=a_{2}, \ldots, a_{2 n}=a_{n}, \ldots$, so that the period contains $n$ digits: $a_{1}, a_{2}, \ldots, a_{n}$ ), then $\omega$ is a rational number.
25. Prove that the numbers determined by the following series are irrational ones

$$
1 \cdot(1)=\frac{1}{l}+\frac{1}{l^{4}}+\frac{1}{l^{9}}+\frac{1}{l^{16}}+\ldots+\frac{1}{l^{n^{2}}}+\ldots
$$

where $l$ is any positive integer.
$2^{\circ} \omega=\frac{1}{l}+\frac{1}{l^{1 \cdot 2}}+\frac{1}{l^{1 \cdot 2 \cdot 3}}+\frac{1}{l^{1 \cdot 2 \cdot 3 \cdot \frac{1}{2}}}+$
$+\ldots+\frac{1}{l^{1 \cdot 2 \cdot 3} \ldots n}+\ldots$, where $l$ is any positive integer.
26. Prove that $e$ is an irrational number (see Problem 22). 27. Let

$$
\omega=\frac{1}{l_{1}}+\frac{1}{l_{1} l_{2}}+\frac{1}{l_{1} l_{2} l_{3}}+\ldots+\frac{1}{l_{1} l_{2} \ldots l_{n}}+\ldots,
$$

where $1<l_{1} \leqslant l_{2} \leqslant l_{3} \ldots$ and $l_{i}$ are integers. Prove that $\omega \mathrm{s}$ rational only when $l_{k}$ (beginning with a certain $k$ ) are all equal to one another.
28. Prove that the variable

$$
u_{n}=1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n}-\log n
$$

has a limit.
29. Prove the following formula:

$$
\frac{\pi}{2}=\frac{1}{\sqrt{\frac{1}{2}} \cdot \sqrt{\frac{1}{2}+\frac{1}{2} \sqrt{\frac{1}{2}}} \cdot \sqrt{\frac{1}{2}+\frac{1}{2} \sqrt{\frac{1}{2}+\frac{1}{2} \sqrt{\frac{1}{2}+\ldots}}}}
$$

## SOLUTIONS

## SOLUTIONS TO SECTION 1

1. Proved immediately by a check.
2. If we remove the brackets from the right member and apply the formula for a square of a polynomial, then it is easily seen that all the doubled products are cancelled out, and we get the required identity.
3. If the identity of the preceding problem is used, then from the condition of our problem it follows that

$$
\left(a^{2}+b^{2}+c^{2}+d^{2}\right)\left(x^{2}+y^{2}+z^{2}+t^{2}\right)=0
$$

whence either $a^{2}+b^{2}+c^{2}+d^{2}=0$, or $x^{2}+y^{2}+z^{2}+$ $+t^{2}=0$.
But the sum of the squares of real numbers equals zero only when each of the numbers is equal to zero. Therefore, from the equality $a^{2}+b^{2}+c^{2}+d^{2}=0$, we get $a=b=$ $=c=d=0$, and from the equality $x^{2}+y^{2}+z^{2}+t^{2}=$ $=0$ we have $x=y=z=t=0$.

Hence follows the required result.
4. This identity can be checked directly, and also can be obtained from identity (2) if we put in it $d=t=0$ and replace $y$ by $-y$ and $z$ by $-z$.
5. If we expand the right member of the equality, then all doubled products are cancelled out and the validity of the identity becomes obvious.
6. Put in identity (5) $a_{1}=a_{2}=a_{3}=\ldots=a_{n}=1$, $b_{1}=a, b_{2}=b, \ldots, b_{n-1}=k, b_{n}=l$.

We then get

$$
\begin{aligned}
& n\left(a^{2}+b^{2}+c^{2}+\ldots+k^{2}+l^{2}\right)= \\
& =(a+b+\ldots+l)^{2}+(b-a)^{2}+ \\
& +(c-a)^{2}+\ldots+(k-l)^{2} .
\end{aligned}
$$

But since by hypothesis
$n\left(a^{2}+b^{2}+\ldots+k^{2}+l^{2}\right)=(a+b+\ldots+k+l)^{2}$, we have

$$
(b-a)^{2}+(c-a)^{2}+\ldots+(k-l)^{2}=0
$$

Hence $a=b=c=\ldots=k=l$.
7. Make use of identity (5). By hypothesis

$$
a_{1}^{2}+a_{2}^{2}+\ldots+a_{n}^{2}=1, \quad b_{1}^{2}+b_{2}^{2}+\ldots+b_{n}^{2}=1
$$

Therefore we have

$$
\begin{aligned}
& \left(a_{1} b_{1}+a_{2} b_{2}+\ldots+a_{n} b_{n}\right)^{2}= \\
& \\
& \quad=1-\left(a_{1} b_{2}-a_{2} b_{1}\right)^{2}-\left(a_{1} b_{3}-a_{3} b_{1}\right)^{2}-\ldots- \\
& \\
& \quad-\left(a_{n-1} b_{n}-a_{n} b_{n-1}\right)^{2} .
\end{aligned}
$$

Whence

$$
0 \leqslant\left(a_{1} b_{1}+a_{2} b_{2}+\ldots+a_{n} b_{n}\right)^{2} \leqslant 1 .
$$

Thus,

$$
-1 \leqslant a_{1} b_{1}+a_{2} b_{2}+\ldots+a_{n} b_{n} \leqslant+1 .
$$

8. We have

$$
\begin{aligned}
(y+z-2 x)^{2}-(y-z)^{2} & +(z+x-2 y)^{2}-(z-x)^{2}+ \\
& +(x+y-2 z)^{2}-(x-y)^{2}=0 .
\end{aligned}
$$

But

$$
(y+z-2 x)^{2}-(y-z)^{2}=4(y-x)(z-x)
$$

(using the formula for a difference of squares).
Likewise we find

$$
\begin{aligned}
& (z+x-2 y)^{2}-(z-x)^{2}=4(z-y)(x-y) \\
& (x+y-2 z)^{2}-(x-y)^{2}=4(x-z)(y-z) .
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
4(y-x)(z-x)+4(z-y) & (x-y)+ \\
& +4(x-z)(y-z)=0
\end{aligned}
$$

Removing the brackets, we get

$$
2 x^{2}+2 y^{2}+2 z^{2}-2 x z-2 y z-2 x y=0
$$

or

$$
(x-y)^{2}+(x-z)^{2}+(y-z)^{2}=0,
$$

whence

$$
x=y=z=0
$$

9. The first identity is obvious. Let us rewrite the second one in the following way

$$
\begin{aligned}
\left(6 a^{2}-4 a b+\right. & \left.4 b^{2}\right)^{3}-\left(4 a^{2}-4 a b+6 b^{2}\right)^{3}= \\
& =\left(3 a^{2}+5 a b-5 b^{2}\right)^{3}+\left(5 a^{2}-5 a b-3 b^{2}\right)^{3}
\end{aligned}
$$

Applying the formula for a difference of cubes to the left member and the formula for a sum of cubes to the right member, we find that it suffices to prove the following identity

$$
\begin{aligned}
\left(3 a^{2}-2 a b\right. & \left.+2 b^{2}\right)^{2}+\left(3 a^{2}-2 a b+2 b^{2}\right)\left(2 a^{2}-2 a b+3 b^{2}\right)+ \\
& +\left(2 a^{2}-2 a b+3 b^{2}\right)^{2}=\left(5 a^{2}-5 a b-3 b^{2}\right)^{2}- \\
& -\left(5 a^{2}-5 a b-3 b^{2}\right)\left(3 a^{2}+5 a b-5 b^{2}\right)+ \\
& +\left(3 a^{2}+5 a b-5 b^{2}\right)^{2} .
\end{aligned}
$$

This identity is proved by directly removing the brackets.
10. To see whether the identity under consideration is valid, we may rewrite it as

$$
\begin{aligned}
\left(p^{2}-q^{2}\right)^{4}=\left(p^{2}+p q+\right. & \left.q^{2}\right)^{4}-\left(2 p q+q^{2}\right)^{4}+ \\
& +\left(p^{2}+p q+q^{2}\right)^{4}-\left(2 p q+p^{2}\right)^{4}
\end{aligned}
$$

It remains to simplify the right member and to show that it is equal to the left one.

Using the formula $A^{4}-B^{4}=(A+B)(A-B)\left(A^{2}+B^{2}\right)$, we get the following expression for the right member

$$
\begin{aligned}
& \left(p^{2}+3 p q+2 q^{2}\right)\left(p^{2}-p q\right)\left[\left(p^{2}+p q+q^{2}\right)^{2}+\right. \\
& \left.\quad+\left(2 p q+q^{2}\right)^{2}\right]+\left(2 p^{2}+3 p q+q^{2}\right)\left(q^{2}-p q\right) \times \\
& \quad \times\left[\left(p^{2}+p q+q^{2}\right)^{2}+\left(2 p q+p^{2}\right)^{2}\right]=(p+2 q) \times \\
& \quad \times p\left(p^{2}-q^{2}\right)\left[\left(p^{2}+p q+q^{2}\right)^{2}+\left(2 p q+q^{2}\right)^{2}\right]+ \\
& \quad+(2 p+q) q\left(q^{2}-p^{2}\right)\left[\left(p^{2}+p q+q^{2}\right)^{2}+\right. \\
& \left.\quad+\left(2 p q+p^{2}\right)^{2}\right]=\left(p^{2}-q^{2}\right)\left\{\left(p^{2}+p q+q^{2}\right)^{2} \times\right. \\
& \quad \times\left[p^{2}+2 p q^{2}-2 p q-q^{2}\right]+\left(p^{2}+2 p q\right)\left(q^{2}+2 p q\right) \times \\
& \left.\quad \times\left[2 p q+q^{2}-2 p q-p^{2}\right]\right\}=\left(p^{2}-q^{2}\right)^{2}\left\{\left(p^{2}+p q+q^{2}\right)^{2}-\right. \\
& \left.\quad-\left(p^{2}+2 p q\right)\left(q^{2}+2 p q\right)\right\}=\left(p^{2}-q^{2}\right)^{4} .
\end{aligned}
$$

11. Check by direct substitution.
12. Check by substitution.
13. $1^{\circ}$ The cases $n=0,1,2$ are readily checked directly. At $n=4$ let us rewrite the identity in the following way

$$
\begin{gathered}
(i x-k y)^{4}-(i x-k z)^{4}+(i y-k z)^{4}- \\
-(i y-k x)^{4}+(i z-k x)^{4}- \\
-(i z-k y)^{4}=0 .
\end{gathered}
$$

Transform the first two terms

$$
\begin{align*}
(i x-k y)^{4} & -(i x-k z)^{4}=\left[(i x-k y)^{2}+\right. \\
& \left.+(i x-k z)^{2}\right](2 i x-k y-k z) k(z-y) . \tag{1}
\end{align*}
$$

By virtue of the equality $x+y+z=0$, we get

$$
2 i x-k y-k z=(2 i+k) x
$$

The expression in square brackets can be rewritten as follows

$$
\left(2 i^{2}+2 i k\right) x^{2}+k^{2}\left(y^{2}+z^{2}\right) .
$$

Thus, we have
$(i x-k y)^{4}-(i x-k z)^{4}=$

$$
=k(2 i+k)\left(y^{2}-z^{2}\right)\left[\left(2 i^{2}+2 i k\right) x^{2}+k^{2}\left(y^{2}+z^{2}\right)\right]
$$

It remains to transform the following expressions

$$
\begin{align*}
& (i y-k z)^{4}-(i y-k x)^{4},{ }^{2} .(i z-k y)^{4} .  \tag{2}\\
& (i z-k x)^{4}-(i) \tag{3}
\end{align*}
$$

But it is easily seen that expression (2) is obtained from the first one, already considered, by means of a circular permutation of the letters $x, y$ and $z$, i.e. when $x$ is replaced by $y, y$ by $z$, and $z$ by $x$. Expression (3) is obtained from (2) also through such a permutation. Therefore, there is no need to repeat computations for simplifying expressions (2) and (3); it is sufficient only to apply appropriate permutations to the result obtained. We then have

$$
\begin{align*}
(i y-k z)^{4} & -(i y-k x)^{4}= \\
& =k(2 i+k)\left(z^{2}-x^{2}\right)\left[\left(2 i^{2}+2 i k\right) y^{2}+\right. \\
& \left.+k^{2}\left(z^{2}+x^{2}\right)\right]
\end{align*}
$$

$$
\begin{align*}
(i z-k x)^{4} & -(i z-k y)^{4}= \\
& =k(2 i+k)\left(x^{2}-y^{2}\right)\left[\left(2 i^{2}+2 i k\right) z^{2}+\right. \\
& \left.+k^{2}\left(x^{2}+y^{2}\right)\right]
\end{align*}
$$

And adding expressions ( $1^{\prime}$ ), ( $2^{\prime}$ ) and ( $3^{\prime}$ ), we get $k(2 i+k)\left\{\left(2 i^{2}+2 i k\right)\left[\left(y^{2}-z^{2}\right) x^{2}+\left(z^{2}-x^{2}\right) y^{2}+\right.\right.$

$$
\begin{aligned}
& \left.+\left(x^{2}-y^{2}\right) z^{2}\right]+ \\
& +k^{2}\left(y^{4}-z^{4}+z^{4}-x^{4}+\right. \\
& \left.\left.+x^{4}-y^{4}\right)\right\}=0
\end{aligned}
$$

$2^{\circ}$ At $n=0$ the relation is obvious. Let us denote, for brevity, the sum in the left member of the equality by

$$
\sum(x+k)^{n}
$$

and the sum in the right member by

$$
\sum(x+l)^{n}
$$

At $n=1$ we have to prove that

$$
8 x+\sum k=8 x+\sum l
$$

i.e. we have to prove that

$$
\sum k=\sum l
$$

Finally, we have to check that

But

$$
\sum k=\sum l .
$$

$$
\begin{gathered}
\sum k=3+5+6+9+10+12+15=60 \\
\sum l=1+2+4+7+8+11+13+14=60
\end{gathered}
$$

At $n=2$ we have to prove that

$$
\sum(x+k)^{2}=\sum(x+l)^{2},
$$

i.e. that

$$
8 x^{2}+2 x \Sigma k+\Sigma k^{2}=8 x^{2}+2 x \Sigma l+\sum l^{2} .
$$

And so, it remains to prove that

$$
\sum k^{2}=\sum l^{2}
$$

which is easily checked directly.
Likewise, to prove the last case ( $n=3$ ) we have only to show that

$$
\sum k^{3}=\sum l^{3}
$$

14. The first identity is proved in the following way

$$
\begin{aligned}
& (a+b+c+d)^{2}+(a+b-c-d)^{2}+ \\
& +(a+c-b-d)^{2}+(a+d-b-c)^{2}= \\
& =[(a+b)+(c+d)]^{2}+[(a+b)-(c+d)]^{2}+ \\
& +[(a-b)+(c-d)]^{2}+[(a-b)-(c-d)]^{2}= \\
& =2(a+b)^{2}+2(c+d)^{2}+2(a-b)^{2}+2(c-d)^{2}= \\
& \quad=2\left[(a+b)^{2}+(a-b)^{2}\right]+2\left[(c+d)^{2}+\right. \\
& \left.\quad+(c-d)^{2}\right]=4\left(a^{2}+b^{2}+c^{2}+d^{2}\right) .
\end{aligned}
$$

The second and third identities are also proved by a direct check with some preliminary transformations.
15. Rewrite our equality as follows

$$
\begin{aligned}
{[(a+b} & \left.+c)^{4}-\left(a^{4}+b^{4}+c^{4}\right)\right]+\left[(b+c-a)^{4}-\right. \\
& \left.-\left(a^{4}+b^{4}+c^{4}\right)\right]+\left[(c+a-b)^{4}-\right. \\
& \left.-\left(a^{4}+b^{4}+c^{4}\right)\right]+\left[(a+b-c)^{4}-\right. \\
& \left.-\left(a^{4}+b^{4}+c^{4}\right)\right]=24\left(a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}\right)
\end{aligned}
$$

Consider the first term.
We have

$$
\begin{aligned}
&\left(a^{2}+b^{2}+c^{2}+2 a b+2 a c+2 b c\right)^{2}-a^{4}-b^{4}-c^{4}= \\
&= 6 a^{2} b^{2}+6 a^{2} c^{2}+6 b^{2} c^{2}+4 a c\left(a^{2}+c^{2}\right)+ \\
&+4 a b\left(a^{2}+b^{2}\right)+4 b c\left(b^{2}+c^{2}\right) \\
&+12 a^{2} b c+ \\
&+12 b^{2} a c+12 c^{2} a b
\end{aligned}
$$

The remaining terms are obtained from the first one by means of successive substitutions: $-a$ for $a,-b$ for $b$, $-c$ for $c$. Adding the terms, we make sure that our identity is valid.

## 16. We have

$$
\begin{aligned}
& s(s-2 b)(s-2 c)+s(s-2 c)(s-2 a)+ \\
& \quad+s(s-2 a)(s-2 b)=(s-2 a)(s-2 b)(s-2 c)+ \\
& \quad+2 a(s-2 b)(s-2 c)+s(s-2 a)(2 s-2 c-2 b)= \\
& \quad=(s-2 a)(s-2 b)(s-2 c)+2 a(s-2 b)(s-2 c)+ \\
& +s(s-2 a) 2 a .
\end{aligned}
$$

Transform the sum

$$
\begin{aligned}
2 a(s & -2 b)(s-2 c)+s(s-2 a) 2 a= \\
& =2 a[(s-2 b)(s-2 c)+s(s-2 a)]= \\
& =2 a[(s-2 b)(s-2 c)+(s-2 a)(s-2 b)+ \\
& +2 b(s-2 a)]=2 a[(s-2 b)(2 s-2 c-2 a)+ \\
& +2 b(s-2 a)]=2 a[(s-2 b) 2 b+2 b(s-2 a)]= \\
& =2 a \cdot 2 b[s-2 b-2 a]=4 a b \cdot 2 c=8 a b c .
\end{aligned}
$$

17. Expanding the expression in the left member in powers of $s$, we get

$$
\begin{aligned}
(a+b+c) s^{2} & -2 s\left(a^{2}+b^{2}+c^{2}\right)+a^{3}+b^{3}+c^{3}+ \\
& +2 s^{3}-2 s^{2}(a+b+c)+ \\
& +2 s(a b+a c+b c)-2 a b c
\end{aligned}
$$

Since $a+b+c=2 s$, we have

$$
\begin{aligned}
2 s^{3} & -2 s\left(a^{2}+b^{2}+c^{2}\right)+a^{3}+b^{3}+c^{3}+2 s^{3}-4 s^{3}+ \\
& +2 s(a b+a c+b c)-2 a b c=-2 s\left(a^{2}+b^{2}+c^{2}\right)+ \\
& +a^{3}+b^{3}+c^{3}+2 s(a b+a c+b c)-2 a b c= \\
& =a^{3}+b^{3}+c^{3}+(a+b+c)(a b+a c+b c- \\
& \left.-a^{2}-b^{2}-c^{2}\right)-2 a b c .
\end{aligned}
$$

Directly transforming the last expression, we make sure that it is equal to $a b c$ (see also Problem 20).
18. We have

$$
\begin{aligned}
\left(2 \sigma^{2}-2 a^{2}\right)\left(2 \sigma^{2}-2 b^{2}\right)=\left(a^{2}+c^{2}-b^{2}\right) & \left(b^{2}+c^{2}-a^{2}\right)= \\
& =c^{4}-\left(a^{2}-b^{2}\right)^{2}
\end{aligned}
$$

Using a circular permutation, we obtain

$$
\begin{aligned}
& \left(2 \sigma^{2}-2 b^{2}\right)\left(2 \sigma^{2}-2 c^{2}\right)=a^{4}-\left(b^{2}-c^{2}\right)^{2} \\
& \left(2 \sigma^{2}-2 c^{2}\right)\left(2 \sigma^{2}-2 a^{2}\right)=b^{4}-\left(c^{2}-a^{2}\right)^{2}
\end{aligned}
$$

Hence

$$
\begin{aligned}
& 4\left[\left(\sigma^{2}-a^{2}\right)\left(\sigma^{2}-b^{2}\right)+\left(\sigma^{2}-b^{2}\right)\left(\sigma^{2}-c^{2}\right)+\right. \\
& \left.\quad+\left(\sigma^{2}-c^{2}\right)\left(\sigma^{2}-a^{2}\right)\right]=a^{4}+b^{4}+c^{4}-\left(a^{2}-b^{2}\right)^{2}- \\
& \quad-\left(b^{2}-c^{2}\right)^{2}-\left(c^{2}-a^{2}\right)^{2}=-a^{4}-b^{4}-c^{4}+ \\
& \quad+2 a^{2} b^{2}+2 a^{2} c^{2}+2 b^{2} c^{2}=-\left[a^{4}-2\left(b^{2}+c^{2}\right) a^{2}+\right. \\
& \left.\quad+\left(b^{2}-c^{2}\right)^{2}\right]=-\left[a^{4}-2\left(b^{2}-c^{2}\right) a^{2}+\right. \\
& \left.\quad+\left(b^{2}-c^{2}\right)^{2}-4 a^{2} c^{2}\right]=4 a^{2} c^{2}-\left(a^{2}-b^{2}+c^{2}\right)^{2}= \\
& \quad=\left(2 a c+a^{2}-b^{2}+c^{2}\right)\left(2 a c-a^{2}+b^{2}-c^{2}\right)= \\
& \quad=(a+b+c)(a+c-b)(b-a+c)(b+a-c) .
\end{aligned}
$$

But

$$
\begin{gathered}
a+b+c=2 s, \quad a+b-c=2(s-c) \\
a+c-b=2(s-b), \quad b+c-a=2(s-a)
\end{gathered}
$$

and we see that the identity is valid.
19. We have:

$$
\begin{aligned}
(x+y+z)^{3}=x^{3}+ & y^{3}+z^{3}+3 x^{2}(y+z)+ \\
& +3 y^{2}(x+z)+3 z^{2}(x+y)+6 x y z
\end{aligned}
$$

Hence

$$
\begin{aligned}
(x & +y+z)^{3}-x^{3}-y^{3}-z^{3}=3\left\{x^{2} y+x^{2} z+y^{2} x+y^{2} z+\right. \\
& \left.+z^{2} x+z^{2} y+2 x y z\right\}=3\left\{z\left(x^{2}+y^{2}+2 x y\right)+\right. \\
& \left.+z^{2}(x+y)+x y(x+y)\right\}=3(x+y)\{z(x+y)+ \\
& \left.+z^{2}+x y\right\}=3(x+y)(x+z)(y+z) .
\end{aligned}
$$

Thus,
$(x+y+z)^{3}-x^{3}-y^{3}-z^{3}=3(x+y)(x+z)(y+z)$.
20. We have

$$
\begin{aligned}
(x+y+z)^{3}=x^{3} & +y^{3}+z^{3}+3 x y(x+y+z)+ \\
& +3 x z(x+y+z)+3 y z(x+y+z)- \\
& -3 x y z .
\end{aligned}
$$

Consequently

$$
\begin{aligned}
x^{3}+y^{3}+z^{3}-3 x y z & =(x+y+z)^{3}-3(x+y+z) \times \\
& \times(x y+x z+y z)=(x+y+z) \times \\
& \times\left(x^{2}+y^{2}+z^{2}-x y-x z-y z\right) .
\end{aligned}
$$

21. Put $a+b-c=x, b+c-a=y, c+a-b=$ $=z$. It is readily seen that $x+y+z=a+b+c$ and, hence, we have to simplify the following expression

$$
(x+y+z)^{3}-x^{3}-y^{3}-z^{3} .
$$

On the basis of Problem 19 we have

$$
(x+y+z)^{3}-x^{3}-y^{3}-z^{3}=3(x+y)(x+z)(y+z)
$$

But $x+y=2 b, x+z=2 a, y+z=2 c$, therefore, $(a+b+c)^{3}-(a+b-c)^{3}-(b+c-a)^{3}-$

$$
-(c+a-b)^{3}=24 a b c
$$

22. On the basis of Problem 19 we have
$x^{3}+y^{3}+z^{3}=(x+y+z)^{3}-3(x+y)(x+z)(y+z)$.
Putting here $x=b-c, y=c-a, z=a-b$, we find $x+y+z=0, \quad x+y=b-a$,

$$
x+z=a-c, \quad y+z=c-b
$$

Hence

$$
\begin{aligned}
(b-c)^{3}+(c-a)^{3}+(a-b)^{3} & = \\
& =3(a-b)(a-c)(c-b)
\end{aligned}
$$

23. Readily obtained from Problem 20. But it is possible to use the following method

$$
(a+b+c)\left(a^{2}+b^{2}+c^{2}\right)=0
$$

since

$$
a+b+c=0
$$

Hence,
$a^{3}+b^{3}+c^{3}+a b(a+b)+a c(a+c)+b c(b+c)=0$.
But

$$
a+b=-c, a+c=-b, b+c=-a
$$

Now the required identity is obvious.
24. We have

$$
\begin{gathered}
(a+b+c)^{2}=0 \\
a^{2}+b^{2}+c^{2}=-2(a b+a c+b c)
\end{gathered}
$$

Squaring both members of the latter equality, we get

$$
\begin{aligned}
&\left(a^{2}+b^{2}+c^{2}\right)^{2}=4\left[a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}+2 a^{2} b c+\right. \\
&+2 b^{2} a c\left.+2 c^{2} a b\right]=4\left[a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}+\right. \\
&\quad+2 a b c(a+b+c)]=4\left[a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}\right]
\end{aligned}
$$

On the other hand,

$$
\left(a^{2}+b^{2}+c^{2}\right)^{2}=a^{4}+b^{4}+c^{4}+2\left(a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}\right)
$$

Hence

$$
\begin{aligned}
4\left(a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}\right)=2\left(a^{2}+b^{2}+c^{2}\right)^{2} & - \\
& -2\left(a^{4}+b^{4}+c^{4}\right)
\end{aligned}
$$

Comparing it with the equality

$$
4\left(a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}\right)=\left(a^{2}+b^{2}+c^{2}\right)^{2}
$$

we get the required result.
25. Since

$$
(a-b)+(b-c)+(c-a)=0
$$

the result follows immediately from Problem 2f.
26. $1^{\circ}$ We have (see Problem 23)

$$
a^{3}+b^{3}+c^{3}=3 a b c
$$

Whence

$$
\left(a^{3}+b^{3}+c^{3}\right)\left(a^{2}+b^{2}+c^{2}\right)==3 a b c\left(a^{2}+b^{2}+c^{2}\right)
$$

Then, transforming the left member, we obtain
$a^{5}+b^{5}+c^{5}+a^{2} b^{2}(a+b)+a^{2} c^{2}(a+c)+$

$$
+b^{2} c^{2}(b+c)=3 a b c\left(a^{2}+b^{2}+c^{2}\right)
$$

or
$a^{5}+b^{5}+c^{5}-a^{2} b^{2} c-a^{2} c^{2} b-b^{2} c^{2} a=3 a b c\left(a^{2}+b^{2}+c^{2}\right)$.
Hence
$a^{5}+b^{5}+c^{5}-a b c(a b+a c+b c)=3 a b c\left(a^{2}+b^{2}+c^{2}\right)$.
But

$$
-2(a b+a c+b c)=a^{2}+b^{2}+c^{2}
$$

Hence follows the final result.
$2^{\circ}$ The answer follows immediately from Problem 23 and $1^{\circ}$. $3^{\circ}$ Let us write the relations

$$
\begin{aligned}
2\left(a^{4}+b^{4}+c^{4}\right)=\left(a^{2}+b^{2}+c^{2}\right)^{2} & \text { (Problem 24) } \\
a^{3}+b^{3}+c^{3}=3 a b c & \text { (Problem 23) }
\end{aligned}
$$

Multiplying these equalities, we find

$$
\begin{aligned}
& 2\left[a^{7}+b^{7}+c^{7}+a^{3} b^{3}(a+b)+a^{3} c^{3}(a+c)+\right. \\
& \left.\quad+b^{3} c^{3}(b+c)\right]=3 a b c\left(a^{2}+b^{2}+c^{2}\right)^{2} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
2\left[a^{7}+b^{7}+c^{7}-a^{3} b^{3} c-a^{3} c^{3} b-b^{3} c^{3} a\right] & = \\
& =3 a b c\left(a^{2}+b^{2}+c^{2}\right)^{2}
\end{aligned}
$$

or
$2\left(a^{7}+b^{7}+c^{7}\right)-2 a b c\left(a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}\right)=$

$$
=3 a b c\left(a^{2}+b^{2}+c^{2}\right)^{2} .
$$

But
$a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}=\frac{1}{4}\left(a^{2}+b^{2}+c^{2}\right)^{2} \quad$ (Problem 24).
Therefore

$$
2\left(a^{7}+b^{7}+c^{7}\right)=\frac{7}{2} a b c\left(a^{2}+b^{2}+c^{2}\right)^{2} .
$$

Using the result of $1^{\circ}$, we finally get the required relation
27. For the sake of convenience let us introduce the summation symbol. And so, we put

$$
\alpha_{1}+\alpha_{2}+\ldots+\alpha_{n}=\sum_{k=1}^{k=n} \alpha_{k} .
$$

Using this symbol, we can now write

$$
a_{1} b_{1}+a_{2} b_{2}+\ldots+a_{n} b_{n}=\sum_{k=1}^{k=n} a_{k} b_{k}=a_{1} b_{1}+\sum_{k=2}^{k=n} a_{k} b_{k} .
$$

But it is obvious that

$$
\begin{aligned}
b_{k}= & \left(b_{1}+b_{2}+\ldots+b_{k}\right)-\left(b_{1}+b_{2}+\ldots+b_{k-1}\right)= \\
& =s_{k}-s_{k-1},
\end{aligned}
$$

therefore our sum takes the following form

$$
\begin{aligned}
& a_{1} b_{1}+\sum_{k=2}^{k=n} a_{k}\left(s_{k}-s_{k-1}\right) \stackrel{\perp}{=} a_{1} b_{1}+\sum_{k=2}^{k=n-1} a_{k} s_{k}-\sum_{k=3}^{k=n} a_{k} s_{k-1}+ \\
& \quad+a_{n} s_{n}-a_{2} s_{1}=\left(a_{1}-a_{2}\right) s_{1}+a_{n} s_{n}+\sum_{k=2}^{k=n-1} a_{k} s_{k}- \\
& -\sum_{k=2}^{k=n-1} a_{k+1} s_{k}=\left(a_{1}-a_{2}\right) s_{1}+\sum_{k=2}^{k=n-1}\left(a_{k}-a_{k+1}\right) s_{k}+a_{n} s_{n}= \\
& =\left(a_{1}-a_{2}\right) s_{1}+\left(a_{2}-a_{3}\right) s_{2}+\ldots+\left(a_{n-1}-a_{n}\right) s_{n-1}+a_{n} s_{n} .
\end{aligned}
$$

28. Readily proved if we remove the brackets in the left member and use the relation

$$
a_{1}+a_{2}+\ldots+a_{n}=\frac{n}{2} \cdot s
$$

29. Substituting into the given expression $x^{\prime}$ and $y^{\prime}$ for $x$ and $y$, we find that

$$
\begin{aligned}
& A^{\prime}=A \alpha^{2}+2 B \alpha \gamma+C \gamma^{2}, \\
& C^{\prime}=A \beta^{2}+2 B \beta \delta+C \delta^{2}, \\
& B^{\prime}=A \alpha \beta+B(\alpha \delta+\beta \gamma)+C \gamma \delta .
\end{aligned}
$$

Making up the expression $B^{\prime 2}-A^{\prime} C^{\prime}$, we easily check the required identity.

## 30. We have

$$
\sum_{i=1}^{i=n} p_{i} q_{i}=\sum_{i=1}^{i=n} p_{i}\left(1-p_{i}\right)=\sum_{i=1}^{i=n} p_{i}-\sum_{i=1}^{i=n} p_{i}^{2}=n p-\sum_{i=1}^{i=n} p_{i}^{2},
$$

since

$$
n p=p_{1}+p_{2}+\ldots+p_{n}
$$

Further

$$
\begin{aligned}
& \sum_{i=1}^{i=n} p_{i} q_{i}=n p-\sum_{i=1}^{i=n}\left(p_{i}-p+p\right)^{2}= \\
& =p n-\sum_{i=1}^{i=n}\left[\left(p_{i}-p\right)^{2}+2 p p_{i}-p^{2}\right]=n p-\sum_{i=1}^{i=n}\left(p_{i}-p\right)^{2}- \\
& \quad-2 p \sum_{i=1}^{i=n} p_{i}+n p^{2}=n p-\sum_{i=1}^{i=n}\left(p_{i}-p\right)^{2}-n p^{2} .
\end{aligned}
$$

But

$$
n p-n p^{2}=n p(1 \leftarrow p)=n p q
$$

Thus, we get

$$
\begin{aligned}
p_{1} q_{1}+p_{2} q_{2}+\ldots+p_{n} q_{n} & =n p q-\left(p_{1}-p\right)^{2}- \\
& -\left(p_{2}-p\right)^{2}-\ldots-\left(p_{n}-p\right)^{2}
\end{aligned}
$$

31. Indeed

$$
\begin{aligned}
& \frac{1}{1} \cdot \frac{1}{2 n-1}+\frac{1}{3} \cdot \frac{1}{2 n-3}+\ldots+\frac{1}{2 n-1} \cdot \frac{1}{1}= \\
& =\frac{1}{2 n}\left\{\frac{(2 n-1)+1}{1 \cdot(2 n-1)}+\frac{(2 n-3)+3}{3(2 n-3)}+\ldots+\frac{1+(2 n-1)}{(2 n-1) \cdot 1}\right\}= \\
& =\frac{1}{2 n}\left\{\frac{1}{1}+\frac{1}{2 n-1}+\frac{1}{3}+\frac{1}{2 n-3}+\ldots+\frac{1}{2 n-1}+\frac{1}{1}\right\}= \\
& \quad=\frac{1}{n}\left(1+\frac{1}{3}+\frac{1}{5}+\ldots+\frac{1}{2 n-1}\right) .
\end{aligned}
$$

32. $1^{\circ}$ It is obvious that

$$
\begin{aligned}
& s_{n}=1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n}= \\
& =n+\left[(1-1)+\left(\frac{1}{2}-1\right)+\right. \\
& \left.+\left(\frac{1}{3}-1\right)+\ldots+\left(\frac{1}{n}-1\right)\right]= \\
&
\end{aligned} \quad=n-\left(\frac{1}{2}+\frac{2}{3}+\ldots+\frac{n-1}{n}\right) .
$$

$2^{\circ} s_{n}=\sum_{k=1}^{k=n} \frac{1}{k}, \quad n s_{n}=\sum_{k=1}^{k=n} \frac{n-k+k}{k}=\sum_{k=1}^{k=n}\left(\frac{n-k}{k}+1\right)$.
Hence,

$$
n s_{n}=n+\left(\frac{n-1}{1}+\frac{n-2}{2}+\ldots+\frac{1}{n-1}\right) .
$$

33. Add to and subtract from the left member the following expression

$$
2\left(\frac{1}{2}+\frac{1}{4}+\frac{1}{6}+\ldots+\frac{1}{2 n}\right) .
$$

We get

$$
\begin{aligned}
1- & \frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\ldots+\frac{1}{2 n-1}-\frac{1}{2 n}= \\
= & \left(1+\frac{1}{3}+\frac{1}{5}+\ldots+\frac{1}{2 n-1}\right)-\left(\frac{1}{2}+\frac{1}{4}+\ldots+\frac{1}{2 n}\right) \\
& =\left(1+\frac{1}{3}+\frac{1}{5}+\ldots+\frac{1}{2 n-1}\right)+ \\
& +\left(\frac{1}{2}+\frac{1}{4}+\ldots+\frac{1}{2 n}\right)-2\left(\frac{1}{2}+\frac{1}{4}+\ldots+\frac{1}{2 n}\right)= \\
& =1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\ldots+\frac{1}{2 n-1}+\frac{1}{2 n}- \\
& -\left(1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n}\right)=\frac{1}{n+1}+\frac{1}{n+2}+\ldots+\frac{1}{2 n}
\end{aligned}
$$

34. We have

$$
\begin{aligned}
& \left(1+\frac{1}{\alpha-1}\right)\left(1-\frac{1}{2 \alpha-1}\right)\left(1+\frac{1}{3 \alpha-1}\right) \ldots \times \\
& \times\left(1+\frac{1}{(2 n-1) \alpha-1}\right)\left(1-\frac{1}{2 n \alpha-1}\right)= \\
& =\frac{\alpha(2 \alpha-2) \cdot 3 \alpha \ldots(2 n-1) \alpha(2 n \alpha-2)}{(\alpha-1)(2 \alpha-1)(3 \alpha-1) \ldots(2 n \alpha-1)}= \\
& =\frac{1 \cdot \alpha \cdot 3 \cdot \alpha \cdot 5 \cdot \alpha \ldots(2 n-1) \cdot \alpha \cdot(2 \alpha-2)(4 \alpha-2) \ldots(2 n \alpha-2)}{(\alpha-1)(2 \alpha-1) \cdots(n \alpha-1)[(n+1) \alpha-1][(n+2) \alpha-1] \ldots[(n+n) \alpha-1]}= \\
& =\frac{1 \cdot \alpha \cdot 3 \cdot \alpha \cdot 5 \cdot \alpha \ldots(2 n-1) \alpha \cdot(\alpha-1)(2 \alpha-1) \ldots(n-1)}{[(n+1) \alpha-1] \ldots[(n+n) \alpha-1](\alpha-1)(2 \alpha-1) \ldots(n \alpha-1)} \cdot 2^{n}= \\
& \quad=\frac{1 \cdot \alpha \cdot 3 \cdot \alpha \cdot 5 \cdot \alpha \ldots(2 n-1) \cdot \alpha}{[(n+1) \alpha-1] \ldots[(n+n) \alpha-1]} \cdot 2^{n} .
\end{aligned}
$$

But

$$
\begin{aligned}
& 1 \cdot 3 \cdot 5 \ldots(2 n-1) \cdot 2^{n}=\frac{1 \cdot 2 \cdot 3 \cdot 4 \cdot 5 \ldots 2 n}{2 \cdot 4 \cdot 6 \ldots 2 n} \cdot 2^{n}= \\
& \quad=\frac{1 \cdot 2 \cdot 3 \cdot 4 \cdot 5 \ldots 2 n}{1 \cdot 2 \cdot 3 \ldots n}=(n+1)(n+2) \ldots 2 n
\end{aligned}
$$

wherefrom we obtain the required identity.
35. Let $a \leqslant x<a+1$, where $a$ is an integer. Subdivide the interval between $a$ and $a+1$ into $n$ parts. Then $x$ will lie in one of these subintervals, i.e. we can find a whole number $p(0 \leqslant p<n-1)$ such that

$$
a+\frac{p}{n} \leqslant x<a+\frac{p+1}{n} .
$$

Therefore

$$
\begin{aligned}
& a+\frac{p+1}{n} \leqslant x+\frac{1}{n}<a+\frac{p+2}{n} \\
& \cdots \cdots \cdots \\
& a+1-\frac{1}{n} \leqslant x+\frac{n-p-1}{n}<a+1 \\
& a+1 \leqslant x+\frac{n-p}{n}<a+1+\frac{1}{n}, \\
& \cdots \cdots \cdots \cdots \\
& a+\frac{p+n-1}{n} \leqslant x+\frac{n-1}{n}<a+\frac{p+n}{n} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
{[x]=\left[x+\frac{1}{n}\right] } & =\ldots=\left[x+\frac{n-p-1}{n}\right]=a \\
{\left[x+\frac{n-p}{n}\right] } & =\ldots=\left[x+\frac{n-1}{n}\right]=a+1
\end{aligned}
$$

Consequently

$$
\begin{aligned}
{[x]+\left[x+\frac{1}{n}\right]+\ldots+\left[x+\frac{n-1}{n}\right] } & = \\
& =(n-p) a+p(a+1)=a n+p .
\end{aligned}
$$

On the other hand, from the inequality

$$
a+\frac{p}{n} \leqslant x<a+\frac{p+1}{n}
$$

we get

$$
a n+p \leqslant n x<a n+p+1
$$

hence,

$$
[n x]=a n+p
$$

and the formula is proved.
36. We have

$$
\begin{aligned}
& \cos (a+b) \cos (a-b)= \\
& \quad=[\cos a \cos b-\sin a \sin b] \times \\
& \quad \times[\cos a \cos b+\sin a \sin b]=\cos ^{2} a \cos ^{2} b- \\
& -\sin ^{2} a \sin ^{2} b=\cos ^{2} a\left(1-\sin ^{2} b\right)- \\
& \quad-\left(1-\cos ^{2} a\right) \sin ^{2} b=\cos ^{2} a-\sin ^{2} b
\end{aligned}
$$

37. Expanding the bracketed expressions in the left members, we easily prove the equalities.
38. We have

$$
\begin{aligned}
& (1-\sin a)(1-\sin b)(1-\sin c)= \\
& =\frac{\left(1-\sin ^{2} a\right)\left(1-\sin ^{2} b\right)\left(1-\sin ^{2} c\right)}{(1+\sin a)(1+\sin b)(1+\sin c)}= \\
& \quad=\frac{\cos ^{2} a \cos ^{2} b \cos ^{2} c}{\cos a \cos b \cos c}=\cos a \cos b \cos c
\end{aligned}
$$

39. Multiplying both members of the given equality by

$$
(1+\cos \alpha)(1+\cos \beta)(1+\cos \gamma)
$$

we get

$$
\begin{aligned}
{[(1+\cos \alpha)(1+\cos \beta)(1+\cos \gamma)]^{2} } & = \\
& =\sin ^{2} \alpha \sin ^{2} \beta \sin ^{2} \gamma
\end{aligned}
$$

40. Using the formula

$$
\sin x \cos y=\frac{1}{2}[\sin (x+y)+\sin (x-y)]
$$

we get

$$
\begin{aligned}
& 2 \cos (\alpha+\beta) \sin (\alpha-\beta)=\sin 2 \alpha-\sin 2 \beta \\
& 2 \cos (\beta+\gamma) \sin (\beta-\gamma)=\sin 2 \beta-\sin 2 \gamma
\end{aligned}
$$

and so on. Hence follows the identity.
41. Using the formula

$$
\sin x \sin y=\frac{1}{2}[\cos (x-y)-\cos (x+y)]
$$

we get the identity

$$
\begin{aligned}
& (\cos 2 b-\cos 2 a)(\cos 2 d-\cos 2 c)+ \\
& \quad+(\cos 2 b-\cos 2 c)(\cos 2 a-\cos 2 d)+ \\
& \quad+(\cos 2 b-\cos 2 d)(\cos 2 c-\cos 2 a)=0
\end{aligned}
$$

Let $\cos 2 b=\alpha, \quad \cos 2 a=\beta, \quad \cos 2 d=\gamma, \quad \cos 2 c=\delta$, then

$$
\begin{aligned}
& (\alpha-\beta)(\gamma-\delta)+(\alpha-\delta)(\beta-\gamma)+(\alpha-\gamma)(\delta-\beta)= \\
& \quad=(\alpha-\beta)(\gamma-\delta)+(\alpha-\gamma+\gamma-\delta)(\beta-\gamma)+ \\
& \quad+(\alpha-\gamma)(\delta-\beta)=(\alpha-\beta)(\gamma-\delta)+ \\
& \quad+(\alpha-\gamma)(\beta-\gamma)+(\gamma-\delta)(\beta-\gamma)+
\end{aligned}
$$

$$
+(\alpha-\gamma)(\delta-\beta)=0
$$

But $(\alpha-\beta)(\gamma-\delta)+(\gamma-\delta)(\beta-\gamma)=(\gamma-\delta)(\alpha-\gamma)$ and $(\alpha-\gamma)(\beta-\gamma)+(\alpha-\gamma) \cdot(\delta-\beta)=(\alpha-\gamma)(\delta-\gamma)$; hence the required sum is equal to $(\alpha-\gamma)(\gamma-\delta)+$ $+(\alpha-\gamma)(\delta-\gamma)=0$.
42. $1^{\circ}$ Summing the first two cosines, we get $2 \cos \gamma \cos (\beta-\alpha)$; the sum of the second two cosines yields $2 \cos (\alpha+\beta) \cos \gamma$. The further check is obvious.
$2^{\circ}$ Analogous to $1^{\circ}$.
43. We have

$$
\begin{aligned}
\sin \left(A+\frac{B}{4}\right)+\cos \left(A+\frac{B}{4}\right) & =\sin \left(A+\frac{B}{4}\right)+ \\
+\sin \left(\frac{\pi}{2}-A-\frac{B}{4}\right) & =2 \sin \frac{\pi}{4} \cos \left(\frac{\pi}{4}-A-\frac{B}{4}\right) .
\end{aligned}
$$

With the aid of a circular permutation we obtain (denoting the transformed sum by $S$ )

$$
\begin{aligned}
& \frac{S}{\sqrt{2}}=\cos \left(\frac{\pi}{4}-A-\frac{B}{4}\right)+\cos \left(\frac{\pi}{4}-B-\frac{C}{4}\right)+ \\
&+\cos \left(\frac{\pi}{4}-\right.\left.C-\frac{A}{4}\right)=2 \cos \left(\frac{\pi}{4}-\frac{A+B}{2}-\frac{B+C}{8}\right) \times \\
& \times \cos \left(\frac{A-B}{2}+\frac{B+C}{8}\right)+\sin \left(\frac{\pi}{4}+C+\frac{A}{4}\right) .
\end{aligned}
$$

Making use of the relation $A+B+C=\pi$, we can show that

$$
\cos \left(\frac{\pi}{4}-\frac{A+B}{2}-\frac{B+C}{8}\right)=\sin \left(\frac{\pi}{8}+\frac{C}{2}+\frac{A}{8}\right) .
$$

Therefore we have

$$
\begin{aligned}
\frac{S}{\sqrt{2}}= & 2 \sin \left(\frac{\pi}{8}+\frac{C}{2}+\frac{A}{8}\right) \cos \left(\frac{A-B}{2}+\frac{B-C}{8}\right)+ \\
+ & 2 \sin \left(\frac{\pi}{8}+\frac{C}{2}+\frac{A}{8}\right) \cos \left(\frac{\pi}{8}+\frac{C}{2}+\frac{A}{8}\right)= \\
= & 2 \sin \left(\frac{\pi}{8}+\frac{C}{2}+\frac{A}{8}\right)\left[\cos \left(\frac{A-B}{2}+\frac{B-C}{8}\right)+\right. \\
+ & \left.\cos \left(\frac{\pi}{8}+\frac{C}{2}+\frac{A}{8}\right)\right]=4 \sin \left(\frac{\pi}{8}+\frac{A}{2}+\frac{B}{8}\right) \times \\
& \times \sin \left(\frac{\pi}{8}+\frac{B}{2}+\frac{C}{8}\right) \sin \left(\frac{\pi}{8}+\frac{C}{2}+\frac{A}{8}\right) .
\end{aligned}
$$

44. Carrying out some transformations analogous to the previous ones, we obtain the following result

$$
\begin{aligned}
\sin \frac{A}{4}+ & \sin \frac{B}{4}+\sin \frac{C}{4}+\cos \frac{A}{4}+\cos \frac{B}{4}+\cos \frac{C}{4}= \\
& =4 \sqrt{2} \cos \left(\frac{\pi}{8}+\frac{C}{8}\right) \cos \left(\frac{\pi}{8}+\frac{B}{8}\right) \cos \left(\frac{\pi}{8}+\frac{A}{8}\right) .
\end{aligned}
$$

45. We have

$$
\begin{aligned}
& \sin 2 a=2 \sin a \cos a, \\
& \sin 4 a=2 \sin 2 a \cos 2 a, \\
& \sin 8 a=2 \sin 4 a \cos 4 a,
\end{aligned}
$$

$$
\sin 2^{n} a=2 \sin 2^{n-1} a \cos 2^{n-1} a
$$

Multiplying term by term and dividing both members by the product

$$
\sin 2 a \sin 4 a \ldots \sin 2^{n-1} a
$$

we get
$\sin 2^{n} a=2^{n} \sin a \cos a \cos 2 a \ldots \cos 2^{n-1} a$,
whence

$$
\cos a \cos 2 a \ldots \cos 2^{n-1} a=\frac{\sin 2^{n} a}{2^{n} \sin a} .
$$

46. We have

$$
\begin{array}{ll}
\sin \frac{2 \pi}{15}=2 \sin \frac{\pi}{15} \cos \frac{\pi}{15}, & \sin \frac{4 \pi}{15}=2 \sin \frac{2 \pi}{15} \cos \frac{2 \pi}{10}, \\
\sin \frac{8 \pi}{15}=2 \sin \frac{4 \pi}{15} \cos \frac{4 \pi}{15}, & \sin \frac{16 \pi}{15}=2 \sin \frac{8 \pi}{15} \cos \frac{8 \pi}{15} .
\end{array}
$$

Multiplying the equalities and noting that $\sin \frac{16 \pi}{15}=$ $=-\sin \frac{\pi}{15}, \cos \frac{8 \pi}{15}=-\cos \frac{7 \pi}{15}$, we find

$$
\cos \frac{\pi}{15} \cos \frac{2 \pi}{15} \cos \frac{4 \pi}{15} \cos \frac{7 \pi}{15}=\frac{1}{2^{4}} .
$$

Further

$$
\cos \frac{5 \pi}{15}=\frac{1}{2}
$$

and

$$
\sin \frac{6 \pi}{15}=2 \sin \frac{3 \pi}{15} \cos \frac{3 \pi}{15}, \quad \sin \frac{12 \pi}{15}=2 \sin \frac{6 \pi}{15} \cos \frac{6 \pi}{15} .
$$

Hence

$$
\cos \frac{3 \pi}{15} \cdot \cos \frac{6 \pi}{15}=\frac{1}{2^{2}} .
$$

The rest is obvious.
47. We have

$$
\frac{\tan (A+B)}{\tan A}=\frac{\sin (A+B) \cos A}{\cos (A+B) \sin A}=\frac{\sin (2 A+B)+\sin B}{\sin (2 A+B)-\sin B}=\frac{3}{2} .
$$

48. From the given relations we get

$$
\begin{gathered}
\sin 2 B=\frac{3}{2} \sin 2 A \\
3 \sin ^{2} A=1-2 \sin ^{2} B=\cos 2 B
\end{gathered}
$$

hence

$$
\begin{aligned}
& \quad \cos (A+2 B)=\cos A \cos 2 B-\sin A \sin 2 B= \\
& =\cos A \cdot 3 \sin ^{2} A-\frac{3}{2} \sin A \sin 2 A=0 .
\end{aligned}
$$

49. We have

$$
2 \cos a \cos \varphi=\cos (a+\varphi)+\cos (a-\varphi) .
$$

Consequently the expression under consideration is equal to

$$
\begin{aligned}
& \cos ^{2} \varphi+\cos ^{2}(a+\varphi)-\left[\cos ^{2}(a+\varphi)+\right. \\
& \quad+\cos (a+\varphi) \cos (a-\varphi)]=\cos ^{2} \varphi- \\
& \quad-\cos ^{2} a \cos ^{2} \varphi+\sin ^{2} a \sin ^{2} \varphi=\sin ^{2} a .
\end{aligned}
$$

50. We have, for instance,

$$
\begin{aligned}
a^{2}+a^{\prime 2} & +a^{\prime 2}=\cos ^{2} \varphi \cos ^{2} \psi+\sin ^{2} \varphi \sin ^{2} \psi \cos ^{2} \delta+ \\
& +\cos ^{2} \varphi \sin ^{2} \psi+\sin ^{2} \varphi \cos ^{2} \psi \cos ^{2} \delta+\sin ^{2} \varphi \sin ^{2} \delta
\end{aligned}
$$

(the doubled products in the first two squares are cancelled out). Hence

$$
\begin{aligned}
& a^{2}+a^{\prime 2}+a^{\prime \prime 2}=\left(\cos ^{2} \varphi \cos ^{2} \psi+\cos ^{2} \varphi \sin ^{2} \psi\right)+ \\
& +\left(\sin ^{2} \varphi \sin ^{2} \psi \cos ^{2} \delta+\sin ^{2} \varphi \cos ^{2} \psi \cos ^{2} \delta\right)+ \\
& \quad+\sin ^{2} \varphi \sin ^{2} \delta=\cos ^{2} \varphi+ \\
& \quad+\left(\sin ^{2} \varphi \cos ^{2} \delta+\sin ^{2} \varphi \sin ^{2} \delta\right)=1 .
\end{aligned}
$$

The remaining equalities are proved similarly.

## SOLUTIONS TO SECTION 2

1. Rewrite the identity in the following way

$$
q^{3}+q^{3} \frac{\left(2 p^{3}-q^{3}\right)^{3}}{\left(p^{3}-q^{3}\right)^{3}}=p^{3}-p^{3} \frac{\left(p^{3}-2 q^{3}\right)^{3}}{\left(p^{3}+q^{3}\right)^{3}} .
$$

It is evident that the right member can be obtained from the left one by permuting $p$ and $q$. Let us reduce the left member to such a form, wherefrom it would be seen that after the permutation its value remains unchanged. Then the validity of the identity will become clear.

We have

$$
\frac{q^{3}}{\left(p^{3}+q^{3}\right)^{3}}\left\{\left(p^{3}+q^{3}\right)^{3}+\left(2 p^{3}-q^{3}\right)^{3}\right\}=\frac{9 p^{3} q^{3}}{\left(p^{3}+q^{3}\right)^{3}}\left(p^{6}+q^{6}-p^{6} q^{6}\right) .
$$

## 2. We have

$$
\begin{aligned}
& \frac{p^{3}+q^{3}}{(p+q)^{3} p^{3} q^{3}}+\frac{3}{(p+q)^{4}}\left(\frac{1}{p^{2}}+\frac{1}{q^{2}}\right)+\frac{6(p+q)}{(p+q)^{5} p q}= \\
& =\frac{p^{2}-p q-q^{2}}{(p+q)^{2} p^{3} q^{3}}+\frac{3}{(p+q)^{4}}\left(\frac{1}{p^{2}}+\frac{1}{q^{2}}+\frac{2}{p q}\right)= \\
& =\frac{p^{2}-p q+q^{2}}{(p+q)^{2} p^{3} q^{3}}+\frac{3}{(p+q)^{4}}\left(\frac{1}{p}+\frac{1}{q}\right)^{2}= \\
& =\frac{p^{2}-p q+q^{2}}{(p+q)^{2} p^{3} q^{3}}+\frac{3}{(p+q)^{2} p^{2} q^{2}}=\frac{1}{(p+q)^{2} p^{3} q^{3}} \times \\
& \quad \times\left\{p^{2}-p q+q^{2}+3 p q\right\}=\frac{1}{p^{3} q^{3}} .
\end{aligned}
$$

3. Grouping the last two terms of the sum, we get

$$
\begin{aligned}
\frac{2}{(p+q)^{4}} \frac{q^{3}-p^{3}}{p^{3} q^{3}} & +\frac{2}{(p+q)^{4}} \frac{q-p}{p^{2} q^{2}}= \\
& =\frac{2(q-p)}{(p+q)^{4} p^{3} q^{3}}\left(p^{2}+q^{2}+2 p q\right)=\frac{2(q-p)}{(p+q)^{2} p^{3} q^{3}} .
\end{aligned}
$$

Adding now the first term, we find

$$
\frac{1}{(p+q)^{3}} \frac{q^{4}-p^{4}}{p^{4} q^{4}}+\frac{2(q-p)}{(p+q)^{2} p^{3} q^{3}}=\frac{q-p}{p^{4} q^{4}} .
$$

4. We have to prove that

$$
\frac{1+x}{1-x} \cdot \frac{1+y}{1-y} \cdot \frac{1+z}{1-z}=1
$$

Replacing $x$ by its expression, we find $\frac{1+x}{1-x}=\frac{a}{b}$. Since $y$ and $z$ are obtained from $x$ by means of a circular permutation of the letters $a, b, c$, we have

$$
\begin{aligned}
& \frac{1+y}{1-y}=\frac{b}{c} \\
& \frac{1+z}{1-z}=\frac{c}{a}
\end{aligned}
$$

Hence, the required identity is obvious.
5. We have

$$
\frac{a+b+c+d}{a+b-c-d}=\frac{a-b+c-d}{a-b-c+d} .
$$

But if $\frac{A}{B}=\frac{C}{D}$, then $\frac{A+B}{A-B}=\frac{C+D}{C-D}$, and conversely if there exists the second of these equalities, then the first one exists as well. Reasoning in the same way (putting $A=a+b+c+d, B=a+b-c-d, C=a-b+c-d$, $D=a-b-c+d$, we find

$$
\frac{a+b}{c+d}=\frac{a-b}{c-d} \text { or } \frac{a+b}{a-b}=\frac{c+d}{c-d} .
$$

Hence

$$
\frac{a}{b}=\frac{c}{d} \text { or } \frac{a}{c}=\frac{b}{d} .
$$

6. The denominator has the form

$$
\begin{aligned}
& b c y^{2}+b c z^{2}-2 b c y z+a c z^{2}+a c x^{2}-2 a c x z+a b x^{2}+ \\
& +a b y^{2}-2 a b x y=c\left(a x^{2}+b y^{2}\right)+b\left(a x^{2}+c z^{2}\right)+ \\
& \quad+a\left(c z^{2}+b y^{2}\right)-2 b c y z-2 a c x z-2 a b x y= \\
& =(a+b+c)\left(a x^{2}+b y^{2}+c z^{2}\right)-c^{2} z^{2}-b^{2} y^{2}- \\
& -a^{2} x^{2}-2 b c y z-2 a c x z-2 a b x y=(a+b+c) \times \\
& \quad \times\left(a x^{2}+b y^{2}+c z^{2}\right)-(a x+b y+c z)^{2} .
\end{aligned}
$$

Since, by hypothesis, $a x+b y+c z=0$, the denominator turns out to be equal to

$$
(a+b+c)\left(a x^{2}+b y^{2}+c z^{2}\right)
$$

and our fraction is equal to

$$
\frac{1}{a+b+c} .
$$

7. Reduce to a common denominator the expression on the left. The numerator of the fraction obtained will be equal to

$$
\begin{aligned}
x^{2} y^{2} z^{2}\left(a^{2}-b^{2}\right)+b^{2}\left(x^{2}\right. & \left.-a^{2}\right)\left(y^{2}-a^{2}\right)\left(z^{2}-a^{2}\right)- \\
& -a^{2}\left(x^{2}-b^{2}\right)\left(y^{2}-b^{2}\right)\left(z^{2}-b^{2}\right) .
\end{aligned}
$$

It is obvious that

$$
\begin{aligned}
& \left(a^{2}-x^{2}\right)\left(a^{2}-y^{2}\right)\left(a^{2}-z^{2}\right)= \\
& \quad=a^{6}-\left(x^{2}+y^{2}+z^{2}\right) a^{4}+\left(x^{2} y^{2}+x^{2} z^{2}+y^{2} z^{2}\right) a^{2}- \\
& \quad-x^{2} y^{2} z^{2} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \left(b^{2}-x^{2}\right)\left(b^{2}-y^{2}\right)\left(b^{2}-z^{2}\right)= \\
& \quad=b^{6}-\left(x^{2}+y^{2}+z^{2}\right) b^{4}+ \\
& \quad+\left(x^{2} y^{2}+x^{2} z^{2}+y^{2} z^{2}\right) b^{2}-x^{2} y^{2} z^{2}
\end{aligned}
$$

Substituting these expressions into the numerator and performing all the necessary transformations, we obtain the required value of the fraction.
8. $S_{0}=\frac{1}{(a-b)(a-c)}+\frac{1}{(b-a)(b-c)}+\frac{1}{(c-a)(c-b)}$.

Reducing the fractions to a common denominator, we have

$$
\begin{aligned}
S_{0} & =\frac{1}{(a-b)(a-c)(b-c)}\{(b-c)-(a-c)+(a-b)\}=0, \\
S_{1} & =\frac{a}{(a-b)(a-c)}+\frac{b}{(b-a)(b-c)}+\frac{c}{(c-a)(c-b)}= \\
& =\frac{1}{(a-b)(a-c)(b-c)}\{a(b-c)-b(a-c)+c(a-b)\}=0, \\
S_{2} & =\frac{a^{2}}{(a-b)(a-c)}+\frac{b^{2}}{(b-a)(b-c)}+\frac{c^{2}}{(c-a)(c-b)}= \\
& =\frac{1}{(a-b)(a-c)(b-c)}\left\{a^{2}(b-c)-b^{2}(a-c)+c^{2}(a-b)\right\} .
\end{aligned}
$$

Consider the numerator.
We have

$$
\begin{aligned}
& a^{2}(b-c)-b^{2}(a-c)+c^{2}(a-b)= \\
& =a b(a-b)-c\left(a^{2}-b^{2}\right)+c^{2}(a-b)= \\
& =(a-b)\left(a b-c a-c b+c^{2}\right)= \\
& =(a-b)[a(b-c)-c(b-c)]= \\
& \quad=(a-b)(b-c)(a-c)
\end{aligned}
$$

wherefrom it follows that $S_{2}=1 . S_{3}, S_{4}$ and $S_{5}$ can be computed analogously, but we shall proceed here in a somewhat different way.

It is easily seen that there exists the following identity $(x-a)(x-b)(x-c)=x^{3}-(a+b+c) x^{2}+$

$$
+(a b+a c+b c) x-a b c
$$

Putting, $x=a, x=b$ and $x=c$, in turn, we get the following equalities

$$
\begin{aligned}
& a^{3}-(a+b+c) a^{2}+(a b+a c+b c) a-a b c=0, \\
& b^{3}-(a+b+c) b^{2}+(a b+a c+b c) b-a b c=0 \\
& c^{3}-(a+b+c) c^{2}+(a b+a c+b c) c-a b c=0
\end{aligned}
$$

Further, divide the first of them by $(a-b)(a-c)$, the second by $(b-c)(b-a)$ and the third by $(c-a) \times$ $\times(c-b)$, and add them term by term. Then
$S_{3}-(a+b+c) S_{2}+(a b+a c+b c) S_{1}-a b c S_{0}=0$.
But since it is known that $S_{0}=S_{1}=0, S_{2}=1$, we have: $S_{3}=a+b+c$.

To compute $S_{4}$ let us take the preceding identity and multiply its members by $x$. We obtain

$$
\begin{aligned}
x(x-a)(x-b)(x-c)= & x^{4}-(a+b+c) x^{3}+ \\
& +(a b+a c+b c) x^{2}-a b c x .
\end{aligned}
$$

Proceeding analogously, we find:
$S_{4}-(a+b+c) S_{3}+(a b+a c+b c) S_{2}-a b c S_{1}=0$.
Hence

$$
\begin{aligned}
& S_{4}=(a+b+c) S_{3}-(a b+a c+b c) S_{2}= \\
& =(a+b+c)^{2}-a b-a c-b c= \\
& \quad=a^{2}+b^{2}+c^{2}+a b+a c+b c .
\end{aligned}
$$

Likewise, for computing $S_{5}$ (multiplying the original identity by $x^{2}$ ), we find
$S_{5}-(a+b+c) S_{4}+(a b+a c+b c) S_{3}-a b c S_{2}=0$.
Consequently

$$
\begin{aligned}
& S_{5}=(a+b+c)\left(a^{2}+b^{2}+c^{2}+a b+a c+b c\right)- \\
& \quad-(a b+a c+b c)(a+b+c)+a b c= \\
& =(a+b+c)\left(a^{2}+b^{2}+c^{2}\right)+a b c= \\
& =a^{3}+b^{3}+c^{3}+a^{2} b+a^{2} c+b^{2} a+b^{2} c+ \\
& \quad+c^{2} a+c^{2} b+a b c .
\end{aligned}
$$

9. This problem is solved analogously to the preceding one. Namely, the equalities $S_{0}=S_{1}=S_{2}=0, S_{3}=-1$ are established by a direct check; and to compute $S_{4}$ we may resort to the following identity

$$
\begin{aligned}
& (x-a)(x-b)(x-c)(x-d)= \\
& =x^{4}-(a+b+c+d) x^{3}+ \\
& +(a b+a c+a d+b c+b d+d c) x^{2}- \\
& -(a b c+a b d+a c d+b c d) x+a b c d
\end{aligned}
$$

Hence

$$
S_{4}=(a+b+c+d) S_{3}=a+b+c+d
$$

10. Put as before

$$
S_{m}=\frac{a^{m}}{(a-b)(a-c)}+\frac{b^{m}}{(b-a)(b-c)}+\frac{c^{m}}{(c-a)(c-b)} .
$$

Let us take the first term of our sum $\sigma_{m}$ and transform it

$$
a^{m} \frac{(a+b)(a+c)}{(a-b)(a-c)}=\frac{(a+b+c) a^{m+1}+a^{m-1} \cdot a b c}{(a-b)(a-c)} .
$$

Making use of a circular permutation, we get similar expressions for the second and third terms of $\sigma_{m}$. Adding now all these terms, we find: $\sigma_{m}=(a+b+c) S_{m+1}+$ $+a b c S_{m-1}$. Hence (after some transformations)

$$
\begin{aligned}
& \sigma_{1}=(a+b+c) S_{2}+a b c S_{0}=a+b+c \\
&\left(S_{2}=1, S_{0}=0\right), \\
& \sigma_{2}=(a+b+c) S_{3}+a b c S_{1}=(a+b+c)^{2}, \\
& \text { since } S_{3}=a+b+c, S_{1}=0, \\
& \sigma_{3}=(a+b+c) S_{4}+a b c S_{2}= \\
&=(a+b+c)\left(a^{2}+b^{2}+c^{2}+a b+a c+b c\right)+a b c, \\
& \sigma_{4}=(a+b+c) S_{5}+a b c S_{3}=
\end{aligned}
$$

11. Transform the left member of our identity in the following way

$$
\begin{aligned}
a b c\{ & \frac{(a-\alpha)(a-\beta)(a-\gamma)}{(a-0)(a-b)(a-c)}+\frac{(b-\alpha)(b-\beta)(b-\gamma)}{(b-0)(b-a)(b-c)}+ \\
& \left.\quad+\frac{(c-\alpha)(c-\beta)(c-\gamma)}{(c-0)(c-a)(c-b)}+\frac{(0-\alpha)(0-\beta)(0-\gamma)}{(0-c)(0-a)(c-b)}-\frac{\alpha \beta \gamma}{a b c}\right\} .
\end{aligned}
$$

Consider the first four terms of the sum in braces. Expanding the numerator of the first term in powers of $a$, we get

$$
a^{3}-(\alpha+\beta+\gamma) a^{2}+(\alpha \beta+\alpha \gamma+\beta \gamma) a-\alpha \beta \gamma .
$$

Performing an analogous operation with the remaining three terms and adding them, we find that the sum of the first four terms is equal to
$S_{3}-(\alpha+\beta+\gamma) S_{2}+(\alpha \beta+\alpha \gamma+\beta \gamma) S_{1}-\alpha \beta \gamma S_{0}$,
where $S_{k}$ is the known sum (see Problem 9, where it is necessary to put $d=0$ ). Proceeding from the results of this problem, we find that the sum of the first four terms under consideration is equal to unity, and, consequently, the sought-for expression takes the form

$$
a b c\left\{1-\frac{\alpha \beta \gamma}{a b c}\right\}=a b c-\alpha \beta \gamma .
$$

12. Consider the following sum:

$$
\begin{aligned}
S_{4} & =\frac{\alpha^{4}}{(\alpha-\beta)(\alpha-\gamma)(\alpha-\delta)}+\frac{\beta^{4}}{(\beta-\alpha)(\beta-\gamma)(\beta-\delta)}+ \\
& +\frac{\gamma^{4}}{(\gamma-\alpha)(\gamma-\beta)(\gamma-\delta)}+\frac{\delta^{4}}{(\delta-\alpha)(\delta-\beta)(\delta-\gamma)} .
\end{aligned}
$$

From Problem 9 we have: $S_{4}=\alpha+\beta+\gamma+\delta$. Put $\alpha=$ $=a b c, \beta=a b d, \gamma=a c d, \delta=b c d$. Then

$$
\begin{aligned}
\frac{\alpha^{4}}{(\alpha-\beta)(\alpha-\gamma)(\alpha-\delta)} & =\frac{a^{4} b^{4} c^{4}}{(a b c-a b d)(a b c-a c d)(a b c-b c d)}= \\
& =\frac{a^{2} b^{2} c^{2}}{(c-d)(b-d)(a-d)}
\end{aligned}
$$

Using a circular permutation, we get analogous expression for the remaining three terms. Thus, the given identity is proved.
13. $1^{\circ}$ Transform one of the terms in the following way:

$$
\begin{aligned}
& \frac{1}{a(a-b)(a-c)}=\frac{1}{a} \frac{\frac{1}{a b} \cdot \frac{1}{a c}}{\left(\frac{1}{b}-\frac{1}{a}\right)\left(\frac{1}{c}-\frac{1}{a}\right)}= \\
&=\frac{1}{a b c} \frac{\left(\frac{1}{a}\right)^{2}}{\left(\frac{1}{a}-\frac{1}{b}\right)\left(\frac{1}{a}-\frac{1}{c}\right)}
\end{aligned}
$$

Then the required sum is equal to

$$
\begin{array}{r}
\frac{1}{a b c}\left\{\frac{\left(\frac{1}{a}\right)^{2}}{\left(\frac{1}{a}-\frac{1}{b}\right)\left(\frac{1}{a}-\frac{1}{c}\right)}+\frac{\left(\frac{1}{b}\right)^{2}}{\left(\frac{1}{b}-\frac{1}{a}\right)\left(\frac{1}{b}-\frac{1}{c}\right)}+\right. \\
\left.+\frac{\left(\frac{1}{c}\right)^{2}}{\left(\frac{1}{c}-\frac{1}{a}\right)\left(\frac{1}{c}-\frac{1}{b}\right)}\right\}=\frac{1}{a b c} S_{2} .
\end{array}
$$

But (see Problem 8) $S_{2}=1$, and, hence, we get:

$$
\frac{1}{a(a-b)(a-c)}+\frac{1}{b(b-c)(b-a)}+\frac{1}{c(c-a)(c-b)}=\frac{1}{a b c} .
$$

However, this result can be obtained in a somewhat different way. Let us consider the four quantities: $a, b, c$ and 0 , and form $S_{0}$ for them.

We then have
$S_{0}=\frac{1}{a(a-b)(a-c)}+\frac{1}{b(b-a)(b-c)}+\frac{1}{c(c-a)(c-b)}+$

$$
+\frac{1}{(0-a)(0-b)(0-c)}=0
$$

since $S_{0}=0$. Hence we get the previous result.
$2^{\circ}$ Likewise the sum can be transformed as

$$
\begin{aligned}
& \frac{1}{a b c}\left\{\frac{\left(\frac{1}{a}\right)^{3}}{\left(\frac{1}{a}-\frac{1}{b}\right)\left(\frac{1}{a}-\frac{1}{c}\right)}+\frac{\left(\frac{1}{b}\right)^{3}}{\left(\frac{1}{b}-\frac{1}{a}\right)\left(\frac{1}{b}-\frac{1}{c}\right)}+\right. \\
& \left.+\frac{\left(\frac{1}{c}\right)^{3}}{\left(\frac{1}{c}-\frac{1}{a}\right)\left(\frac{1}{c}-\frac{1}{b}\right)}\right\}=\frac{1}{a b c} S_{3}=\frac{1}{a b c}\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}\right) .
\end{aligned}
$$

And so

$$
\begin{aligned}
\frac{1}{a^{2}(a-b)(a-c)}+\frac{1}{b^{2}(b-a)(b-c)}+\frac{1}{c^{2}(c-a)(c-b)} & = \\
= & =\frac{a b+a c+b c}{a^{2} b^{2} c^{2}}
\end{aligned}
$$

A similar method can be applied when computing other sums of the form

$$
\frac{1}{a^{k}(a-b)(a-c)}+\frac{1}{b^{k}(b-a)(b-c)}+\frac{1}{c^{k}(c-a)(c-b)} .
$$

14. We have

$$
\begin{aligned}
& \frac{a^{k}}{(a-b)(a-c)(a-x)}+\frac{b^{k}}{(b-a)(b-c)(b-x)}+ \\
& \quad+\frac{c^{k}}{(c-a)(c-b)(c-x)}+\frac{x^{k}}{(x-a)(x-b)(x-c)}=0
\end{aligned}
$$

at $k=1$ and at $k=2$ (Problem 9).
Hence

$$
\begin{aligned}
& \frac{a^{k}}{(a-b)(a-c)(x-a)}+\frac{b^{k}}{(b-a)(b-c)(x-b)}+ \\
& \quad+\frac{c^{k}}{(c-a)(c-b)(x-c)}=\frac{x^{k}}{(x-a)(x-b)(x-c)} \quad(k=1,2) .
\end{aligned}
$$

15. We have

$$
\begin{aligned}
& \frac{b+c+d}{(b-a)(c-a)(d-a)(x-a)}=\frac{(a+b+c+d-x)+(x-a)}{(b-a)(c-a)(d-a)(x-a)}= \\
& =(a+b+c+d-x) \frac{1}{(b-a)(c-a)(d-a)(x-a)}+ \\
& \quad+\frac{1}{(b-a)(c-a)(d-a)} .
\end{aligned}
$$

Applying a circular permutation to the letters $a, b, c, d$ and adding the expressions thus obtained, we find that the sum in the left member is equal to

$$
\begin{aligned}
&(a+b+c+d-x)\left\{\frac{1}{(a-b)(a-c)(a-d)(a-x)}+\right. \\
&+\frac{1}{(b-a)} \frac{1}{(b-c)(b-d)(b-x)}+\frac{1}{(c-a)(c-b)(c-d)(c-x)}+ \\
&\left.+\frac{1}{(d-a)(d--b)(d-c)(d-x)}\right\}
\end{aligned}
$$

since the second sum equals zero.
It remains only to make sure that

$$
\begin{aligned}
& \frac{1}{(a-b)(a-c)(a-d)(a-x)}+ \frac{1}{(b-a)(b-c)(b-d)(b-x)}+ \\
&+\frac{1}{(c-a)(c-b)(c-d)(c-x)}+\frac{1}{(d-a)(d-b)(d-c)(d-x)}+ \\
&+\frac{1}{(x-a)(x-b)(x-c)(x-d)}=0
\end{aligned}
$$

It is possible to reduce these fractions to a common denominator and, on performing necessary transformations in the numerator, to obtain zero. But we can, however, proceed in a different way.

Multiplying the left member by $(a-x)(b-x)(c-x) \times$ $\times(d-x)$, we get

$$
\begin{aligned}
& \frac{1}{(a-b)(a-c)(a-d)}(b-x)(c-x)(d-x)+ \\
& +\frac{1}{(b-a)(b-c)(b-d)}(a-x)(c-x)(d-x)+ \\
& +\frac{1}{(c-a)(c-b)(c-d)}(a-x)(b-x)(d-x)+ \\
& +\frac{1}{(d-a)(d-b)(d-c)}(a-x)(b-x)(c-x)+1 .
\end{aligned}
$$

It is obvious that we deal with a third-degree polynomial in $x$. It is required to prove that it is identically equal to zero. For this purpose it is sufficient to show (see the beginning of the section) that it becomes zero at four different particular values of $x$. Replacing $x$ successively by $a, b$, $c, d$, we make sure that our polynomial vanishes at these four values of $x$, and, consequently, it is identically equal to zero.
16. Transposing $x^{2}$ to the left, we get there a seconddegree trinomial in $x$. To prove that it identically equals zero it suffices to show that it becomes zero at three different values of $x$. Putting $x=a, b, c$, we make sure that the identity is valid.
17. Solved analogously to the preceding problem. However, Problem 16, as well as this one, can be solved by making use of the quantities $S_{k}$ (see Problem 8 and the following ones).
18. Put

$$
\frac{a-b}{c}=x, \quad \frac{b-c}{a}=y, \quad \frac{c-a}{b}=z
$$

The left member of our equality takes the form

$$
(x+y+z)\left(\frac{1}{x}+\frac{1}{y}+\frac{1}{z}\right)=3+\frac{y+z}{x}+\frac{x+z}{y}+\frac{x+y}{z} .
$$

Consider the fraction $\frac{y+z}{x}$. We have

$$
\begin{aligned}
\frac{y+z}{x} & =\left(\frac{b-c}{a}+\frac{c-a}{b}\right) \cdot \frac{c}{a-b}=\frac{c}{a-b} \cdot \frac{b^{2}-b c+a c-a^{2}}{a b}== \\
& =\frac{c}{a-b} \cdot \frac{b^{2}-a^{2}-c(b-a)}{a b}=\frac{c}{a b}(-a-b+c)= \\
& =\frac{c}{a b}(-a-b-c+2 c)=\frac{2 c^{2}}{a b},
\end{aligned}
$$

since $a+b+c=0$. Using a circular permutation, we find

$$
\frac{y+z}{x}+\frac{x+z}{y}+\frac{x+y}{z}=\frac{2 c^{2}}{a b}+\frac{2 a^{2}}{b c}+\frac{2 b^{2}}{a c}=\frac{2}{a b c}\left(a^{3}+b^{3}+c^{3}\right) .
$$

But if $a+b+c=0$, then $a^{3}+b^{3}+c^{3}=3 a b c \quad$ (see Problem 23, Sec. 1). Consequently

$$
\frac{y+z}{x}+\frac{x+z}{y}+\frac{x+y}{z}=6,
$$

and the equality is solved.
19. Miltiplying the given expression by $(a+b)(b+c) \times$ $\times(c+a)$, we get $(a-b)(a+c)(b+c)+(a+c) \times$ $\times(a+b)(b-c)+(a+b)(c-a)(b+c)+$ $+(a-b)(c-a)(b-c)$.

This expression is a second-degree trinomial in a which becomes zero at $a=b, a=c$ and $a=0$ and, consequently, is identically equal to zero, i.e.

$$
\frac{a-b}{a+b}+\frac{b-c}{b+c}+\frac{c-a}{c+a}+\frac{(a-b)(b-c)(c-a)}{(a+b)(b+c)(c+a)}=0
$$

We assume here $b \neq c$. If $b=c$, then it is easy to make sure directly that the identity holds true.
20. We have

$$
\frac{b-c}{(a-b)(a-c)}=\frac{(b-a)+(a-c)}{(a-b)(a-c)}=\frac{1}{a-b}-\frac{1}{a-c} .
$$

Treating the remaining two terms in a similar way, we arrive at the proposed identity.
21. Answer. 0. Solved analogously to Problem 19.
22. It is required to prove that

$$
\frac{d^{m}(a-b)(b-c)+b^{m}(a-d)(c-d)}{c^{m}(a-b)(a-d)+a^{m}(b-c)(c-d)}-\frac{b-d}{a-c}=0 .
$$

Reducing to a common denominator, let us prove that the numerator equals zero. However, if the numerator is divided by the product $(a-b)(a-c)(a-d)(b-c)(b-$ $-d) \times(c-d)$, we get the following expression
$\frac{a^{m}}{(a-b)(a-c)(a-d)}+\frac{b^{m}}{(b-a)(b-c)(b-d)}+$

$$
+\frac{c^{m}}{(c-a)(c-b)(c-d)}+\frac{d^{m}}{(d-a)(d-o)(d-c)} .
$$

At $m=1,2$ this expression is equal to zero (see Problem 9).
23. Let us first prove that

$$
\begin{array}{r}
1-\frac{x}{\alpha_{1}}+\frac{x\left(x-\alpha_{1}\right)}{\alpha_{1} \alpha_{2}}-\frac{x\left(x-\alpha_{1}\right)\left(x-\alpha_{2}\right)}{\alpha_{1} \alpha_{2} \alpha_{3}}+\ldots+ \\
+(-1)^{n} \frac{x\left(x-\alpha_{1}\right)\left(x-\alpha_{2}\right) \ldots\left(x-\alpha_{n-1}\right)}{\alpha_{1} \alpha_{2} \ldots \alpha_{n}}= \\
=(-1)^{n} \frac{\left(x-\alpha_{1}\right)\left(x-\alpha_{3}\right) \ldots\left(x-\alpha_{n}\right)}{\alpha_{1} \alpha_{2} \ldots \alpha_{n}} \tag{*}
\end{array}
$$

Likewise, it is evident that the second bracketed expression is equal to

$$
\frac{\left(x+\alpha_{1}\right)\left(x+\alpha_{2}\right) \ldots\left(x+\alpha_{n}\right)}{\alpha_{1} \alpha_{2} \ldots \alpha_{n}}
$$

And the product of the bracketed expressions yields

$$
(-1)^{n} \frac{\left(x^{2}-\alpha_{1}^{2}\right)\left(x^{2}-\alpha_{2}^{2}\right) \ldots\left(x^{2}-\alpha_{n}^{2}\right)}{\alpha_{1}^{2} \alpha_{2}^{2} \ldots \alpha_{n}^{2}} .
$$

Replacing here $x$ by $x^{2}$ and $\alpha_{i}$ by $\alpha_{i}^{2}$ and applying the equality (*) in a reverse order, we get the required identity.
24. Given

$$
\begin{align*}
\left(\frac{b^{2}+c^{2}-a^{2}}{2 b c}-1\right) & +\left(\frac{c^{2}+a^{2}-b^{2}}{2 a c}-1\right)+ \\
& +\left(\frac{a^{2}+b^{2}-c^{2}}{2 a b}+1\right)=0 \tag{*}
\end{align*}
$$

The first bracketed expression is equal to

$$
\frac{(b-c)^{2}-a^{2}}{2 b c}=\frac{(b-c-a)(b-c+a)}{2 b c}
$$

the second to

$$
\frac{(a-c)^{2}-b^{2}}{2 a c}=\frac{(a-c-b)(a-c+b)}{2 a c} .
$$

Likewise, the third one takes the form

$$
\frac{(a+b)^{2}-c^{2}}{2 a b}=\frac{(a+b+c)(a+b-c)}{2 a b} .
$$

Consider the sum of these expressions

$$
\begin{aligned}
& -\frac{(a+b-c)(a+c-b)}{2 b c}-\frac{(a+b-c)(c+b-a)}{2 a c}+ \\
& \quad+\frac{(a+b-c)(a+b+c)}{2 a b}= \\
& =\frac{a+b-c}{2 a b c}\{c(a+b+c)-b(c+b-a)-a(a+c-b)\}= \\
& =\frac{(a+b-c)(c+a-b)(c-a+b)}{2 a b c} .
\end{aligned}
$$

Thus, we are given that

$$
\frac{(a+b-c)(a+c-b)(c+b-a)}{2 a b c}=0,
$$

wherefrom follows that at least one of the factors in the numerator equals zero. Suppose $a+b-c=0$; then all the three bracketed expressions in the equality (*) are equal to zero, and, consequently two of the given fractions are equal to 1 , while the third one to -1 . The remaining two possibilities yield the same result.
25. Reducing the original equality to a common denominator and cancelling it out, we get (after some transformations)

$$
\begin{equation*}
(a+b)(a+c)(b+c)=0 \tag{1}
\end{equation*}
$$

But the second equality (which is to be proved) can also be reduced to the form

$$
\begin{equation*}
\left(a^{n}+b^{n}\right)\left(a^{n}+c^{n}\right)\left(b^{n}+c^{n}\right)=0 . \tag{2}
\end{equation*}
$$

It is quite obvious, that with an odd $n$ equality (2) follows from (1), since if, for instance, $a+b=0$, then $a=-b$ and $a^{n}+b^{n}=a^{n}+(-a)^{n}=a^{n}-a^{n}=0$.
26. Rewrite the given proportion in the following way

$$
\frac{(b z+c y) y z}{-a x+b y+c z}=\frac{(c x+a z) x z}{a x-b y+c z}=\frac{(a y+b x) x y}{a x+b y-c z} .
$$

But from the proportion $\frac{A}{B}=\frac{C}{D}=\frac{E}{F}$ follows $\frac{A+C}{B+D}=$ $=\frac{C+E}{D+F}=\frac{A+E}{B+F}$ (it is easy to check, putting $\frac{A}{B}=$ $=\frac{C}{D}=\frac{E}{F}=\lambda$ and expressing $A, C$ and $E$ in terms of $\lambda$. $B, D, F)$.

Therefore we have

$$
\begin{aligned}
\frac{c\left(x^{2}+y^{2}\right)+z(a x+b y)}{c} & =\frac{a\left(z^{2}+y^{2}\right)+x(b y+c z)}{a}= \\
& =\frac{b\left(x^{2}+z^{2}\right)+y(c z+a x)}{b} .
\end{aligned}
$$

Subtracting $x^{2}+y^{2}+z^{2}$ from each term of this equality, we get

$$
\frac{z(a x+b y-c z)}{c}=\frac{x(b y+c z-a x)}{a}=\frac{y(c z+a x-b y)}{b} .
$$

Take the original equalities

$$
\frac{a y+b x}{z(a x+b y-c z)}=\frac{b z+c y}{x(-a x+b y+c z)}=\frac{c x+a z}{y(a x-b y+c z)} .
$$

Multiplying these equalities, we find

$$
\frac{a y+b x}{c}=\frac{b z+c y}{a}=\frac{c x+a z}{b} .
$$

Hence

$$
\begin{aligned}
c & =(a y+b x) \mu \\
b & =(c x+a z) \mu \\
a & =(b z+c y) \mu
\end{aligned}
$$

Multiplying the first of these equalities by $c$, the second by $b$ and the third by $a$, and forming the expression $b^{2}+$ $+c^{2}-a^{2}$, we find $b^{2}+c^{2}-a^{2}=2 \mu b c x$.

Analogously, we get

$$
c^{2}+a^{2}-b^{2}=2 \mu c a y, a^{2}+b^{2}-c^{2}=2 \mu a b z
$$

Hence, finally

$$
\frac{x}{a\left(b^{2}+c^{2}-a^{2}\right)}=\frac{y}{b\left(a^{2}+c^{2}-b^{2}\right)}=\frac{z}{c\left(a^{2}+b^{2}-c^{2}\right)} .
$$

27. Since $a+b+c=0$, we may write

$$
(a+b+c)(a \alpha+b \beta+c \gamma)=0
$$

Expanding the expression in the left member, we find

$$
\begin{aligned}
a^{2} \alpha+b^{2} \beta+c^{2} \gamma+a b(\alpha+\beta)+a c(\alpha & +\gamma)+ \\
& +c b(\beta+\gamma)=0
\end{aligned}
$$

But $\alpha+\beta=-\gamma, \alpha+\gamma=-\beta, \beta+\gamma=-\alpha$, therefore $a^{2} \alpha+b^{2} \beta+c^{2} \gamma-a b \gamma-a c \beta-c b \alpha=0$, or $a^{2} \alpha+b^{2} \beta+$ $+c^{2} \gamma-a b c\left(\frac{\alpha}{a}+\frac{\beta}{b}+\frac{Y}{c}\right)=0$, and since $\frac{\alpha}{a}+\frac{\beta}{b}+\frac{\gamma}{c}=0$ (by hypothesis), we have: $a^{2} \alpha+b^{2} \beta+c^{2} \gamma=0$.
28. From the equalities
$\left(b^{2}+c^{2}-a^{2}\right) x=\left(c^{2}+a^{2}-b^{2}\right) y=\left(a^{2}+b^{2}-c^{2}\right) z$
follows

$$
\frac{x}{\frac{1}{b^{2}+c^{2}-a^{2}}}=\frac{y}{\frac{1}{c^{2}+a^{2}-b^{2}}}=\frac{z}{\frac{1}{a^{2}+b^{2}-c^{2}}} .
$$

Put for brevity
$b^{2}+c^{2}-a^{2}=A, \quad c^{2}+a^{2}-b^{2}=B, a^{2}+b^{2}-c^{2}=C$.
It is evident that our problem is equivalent to the following one: if the equation $x^{3}+y^{3}+z^{3}=(x+y)(x+z) \times$ $\times(y+z)$ has the solution

$$
x=a, \quad y=b, \quad z=c,
$$

then it also has the following solution

$$
x=\frac{1}{A}, \quad y=\frac{1}{B}, \quad z=\frac{1}{C} .
$$

We know the following identity (see Problem 19, Sec. 1). $(x+y+z)^{3}-x^{3}-y^{3}-z^{3}=3(x+y)(x+z)(y+z)$.

Using this identity, we can easily prove that the equalities

$$
\begin{gather*}
x^{3}+y^{3}+z^{3}=(x+y)(x+z)(y+z)  \tag{1}\\
(x+y+z)^{3}=4\left(x^{3}+y^{3}+z^{3}\right)= \\
=4(x+y)(x+z)(y+z)  \tag{2}\\
(x+y-z)(x+z-y)(y+z-x)=-4 x y z \tag{3}
\end{gather*}
$$

are equivalent, and the existence of any of them involves the existence of the remaining ones. Thus, it is sufficient to prove that

$$
\left(\frac{1}{A}+\frac{1}{B}+\frac{1}{C}\right)^{3}=4\left(\frac{1}{A}+\frac{1}{B}\right)\left(\frac{1}{A}+\frac{1}{C}\right)\left(\frac{1}{B}+\frac{1}{C}\right)
$$

i.e. that
$(A B+A C+B C)^{3}=4(A+B)(A+C)(B+C) \cdot A B C$.
But

$$
A+B=2 c^{2}, \quad A+C=2 b^{2}, \quad B+C=2 a^{2}
$$

Therefore we have to prove

$$
(A B+A C+B C)^{3}=32 a^{2} b^{2} c^{2} \cdot A B C
$$

Let us first compute $A B+A C+B C$, and then $A B C$. We have

$$
\begin{aligned}
A B+ & A C+B C=A(B+C)+B C= \\
& =\left(b^{2}+c^{2}-a^{2}\right) \cdot 2 a^{2}+\left[a^{2}+\left(b^{2}-c^{2}\right)\right] \times \\
& \times\left[a^{2}-\left(b^{2}-c^{2}\right)\right]=2 a^{2} b^{2}+2 a^{2} c^{2}-2 a^{4}+ \\
& +a^{4}-b^{4}-c^{4}+2 b^{2} c^{2}=-a^{4}-b^{4}-c^{4}+ \\
& +2 a^{2} b^{2}+2 a^{2} c^{2}+2 b^{2} c^{2}=4 a^{2} b^{2}-\left(a^{2}+b^{2}-c^{2}\right)^{2}= \\
= & (a-b+c)(-a+b+c)(a+b-c)(a+b+c) .
\end{aligned}
$$

By virtue of equality (3)

$$
(a+c-b)(b+c-a)(a+b-c)=-4 a b c
$$

Therefore

$$
A B+A C+B C=-4 a b c(a+b+c)
$$

Compute $A B C$. Put

$$
a^{2}+b^{2}+c^{2}=s
$$

then

$$
\begin{aligned}
& A B C=\left(s-2 a^{2}\right)\left(s-2 b^{2}\right)\left(s-2 c^{2}\right)= \\
& =s^{3}-2\left(a^{2}+b^{2}+c^{2}\right) s^{2}+4\left(a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}\right) s- \\
& -8 a^{2} b^{2} c^{2}=4\left(a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}\right) s-s^{3}-8 a^{2} b^{2} c^{2}= \\
& =s\left\{4 a^{2} b^{2}+4 a^{2} c^{2}+4 b^{2} c^{2}-\left(a^{2}+b^{2}+c^{2}\right)^{2}\right\}- \\
& -8 a^{2} b^{2} c^{2}=-s\left\{a^{4}+b^{4}+c^{4}-2 a^{2} b^{2}-2 a^{2} c^{2}-\right. \\
& \left.-2 b^{2} c^{2}\right\}-8 a^{2} b^{2} c^{2}=s(a+c-b)(b+c-a) \times \\
& \times(a+b-c)(a+b+c)-8 a^{2} b^{2} c^{2}= \\
& =-4 a b c(a+b+c)\left(a^{2}+b^{2}+c^{2}\right)-8 a^{2} b^{2} c^{2}= \\
& =-4 a b c\left\{a^{3}+b^{3}+c^{3}+a^{2}(b+c)+b^{2}(a+c)+\right. \\
& \left.\quad+c^{2}(a+b)+2 a b c\right\} .
\end{aligned}
$$

But

$$
\begin{aligned}
(a+b)(a+c)(b+c) & =a^{2}(b+c)+ \\
& +b^{2}(a+c)+c^{2}(a+b)+2 a b c .
\end{aligned}
$$

Therefore, by virtue of equality (1), the bracketed expression is equal to $2\left(a^{3}+b^{3}+c^{3}\right)$.

But, by virtue of equality (2),

$$
2\left(a^{3}+b^{3}+c^{3}\right)=\frac{1}{2}(a+b+c)^{3}
$$

Therefore $A B C=-2 a b c(a+b+c)^{3}$.
But, as has been deduced, $A B+A C+B C=$ $=-4 a b c(a+b+c)$.

Therefore,

$$
(A B+A C+B C)^{3}=32 a^{2} b^{2} c^{2} \cdot A B C
$$

29. $1^{\circ}$ We have:

$$
\begin{array}{ll}
P_{n}=a_{n} P_{n-1}+P_{n-2}, & P_{n}-P_{n-2}=a_{n} P_{n-1} \\
Q_{n}=a_{n} Q_{n-1}+Q_{n-2}, & Q_{n}-Q_{n-2}=a_{n} Q_{n-1}
\end{array}
$$

The left member of the equality in question is transformed by the following method

$$
\frac{P_{n+2}-P_{n}}{P_{n}} \cdot \frac{P_{n+1}-P_{n-1}}{P_{n+1}}=a_{n+2} \frac{P_{n+1}}{P_{n}} \cdot a_{n+1} \frac{P_{n}}{P_{n+1}}=a_{n+2} \cdot a_{n+1} .
$$

We get quite analogously that the right member also yields $a_{n+1} \cdot a_{n+2}$. Thus, the identity is proved.
$2^{\circ}$ We have

$$
\frac{P_{k}}{Q_{k}}-\frac{P_{k-1}}{Q_{k-1}}=\frac{P_{k} Q_{k-1}-Q_{k} P_{k-1}}{Q_{k} Q_{k-1}}=\frac{(-1)^{k-1}}{Q_{k} Q_{k-1}} .
$$

Putting here $k=1,2, \ldots, n$ and adding termwise, we obtain the required result.
$3^{\circ}$ We have

$$
\begin{aligned}
& P_{n+2} Q_{n-2}-P_{n-2} Q_{n+2}=\left(a_{n+2} P_{n+1}+P_{n}\right) Q_{n-2}- \\
& -P_{n-2}\left(Q_{n+1} a_{n+2}+Q_{n}\right)=a_{n+2}\left(P_{n+1} Q_{n-2}-P_{n-2} Q_{n+1}\right)+ \\
& \quad+P_{n} Q_{n-2}-P_{n-2} Q_{n}= \\
& =a_{n+2}\left\{\left(a_{n+1} P_{n}+P_{n-1}\right) Q_{n-2}-P_{n-2}\left(a_{n+1} Q_{n}+Q_{n-1}\right)\right\}+ \\
& \quad+\left(a_{n} P_{n-1}+P_{n-2}\right) Q_{n-2}-P_{n-2}\left(a_{n} Q_{n-1}+Q_{n-2}\right)= \\
& =a_{n+1} a_{n+2}\left(P_{n} Q_{n-2}-P_{n-2} Q_{n}\right)+ \\
& \quad+a_{n+2}\left(P_{n-1} Q_{n-2}-P_{n-2} Q_{n-1}\right)+ \\
& \quad+a_{n}\left(P_{n-1} Q_{n-2}-P_{n-2} Q_{n-1}\right)= \\
& =a_{n+1} a_{n+2}\left\{\left(a_{n} P_{n-1}+P_{n-2}\right) Q_{n-2}-\right. \\
& \left.\quad-P_{n-2}\left(a_{n} Q_{n-1}+Q_{n-2}\right)\right\}+a_{n+2}(-1)^{n}+a_{n}(-1)^{n}= \\
& \quad=\left(a_{n+2} a_{n+1} a_{n}+a_{n+2}+a_{n}\right)(-1)^{n} .
\end{aligned}
$$

$4^{\circ}$ It is known that $P_{n}=a_{n} P_{n-1}+P_{n-2}$. Therefore

$$
\begin{aligned}
\frac{P_{n}}{P_{n-1}} & =a_{n}+\frac{P_{n-2}}{P_{n-1}}=a_{n}+\frac{1}{\frac{P_{n-1}}{P_{n-2}}}=a_{n}+\frac{1}{\frac{a_{n-1} P_{n-2}+P_{n-3}}{P_{n-2}}}= \\
& =a_{n}+\frac{1}{a_{n-1}+\frac{P_{n-3}}{P_{n-2}}}=a_{n}+\frac{1}{a_{n-1}}+\cdot+\frac{1}{a_{2}+\frac{P_{0}}{P_{1}}}= \\
& =a_{n}+\frac{1}{a_{n-1}}+\cdot \ddots+\frac{1}{a_{1}+\frac{1}{a_{0}}}
\end{aligned}
$$

The expression for $\frac{Q_{n}}{Q_{n-1}}$ is found in a similar way.
30. On the basis of the results of the preceding problem we have

$$
\frac{P_{n}}{P_{n-1}}=\left(a_{n}, a_{n-1}, \ldots, a_{0}\right)=\left(a_{0}, a_{2}, \ldots, a_{n}\right)=\frac{P_{n}}{Q_{n}} .
$$

Consequently, $P_{n-1}=Q_{n}$.
31. We have to prove that

$$
P_{n+1}^{2}-P_{n-1} P_{n+1}=P_{n} P_{n+2}-P_{n}^{n},
$$

or

$$
P_{n+1}\left(P_{n+1}-P_{n-1}\right)=P_{n}\left(P_{n+2}-P_{n}\right)
$$

But

$$
P_{n+1}=a P_{n}+P_{n-1}, \quad P_{n+2}=a P_{n+1}+P_{n}
$$

Consequently,

$$
P_{n+1}-P_{n-1}=a P_{n}, \quad P_{n+2}-P_{n}=a P_{n+1}
$$

Hence, follows the validity of our identity.
32. By hypothesis

$$
x=\frac{1}{(a, b, \ldots, l, a, b, \ldots, l)} \cdot \frac{P_{n}}{Q_{n}}=\frac{1}{(a, b, \ldots, l)}
$$

Or

$$
x=\frac{1}{a}+\frac{1}{b}+\cdot \ddots+\frac{1}{l}+\frac{P_{n}}{Q_{n}} .
$$

Thus, $x$ is obtained from $\frac{P_{n}}{Q_{n}}$ if $l$ is replaced by $l+$ $+\frac{P_{n}}{Q_{n}}$ in this fraction. But $\frac{P_{n}}{Q_{n}}=\frac{l P_{n-1}+P_{n-2}}{l Q_{n-1}+Q_{n-2}}$. Therefore

$$
x=\frac{\left(l+\frac{P_{n}}{Q_{n}}\right) P_{n-1}+P_{n-2}}{\left(l+\frac{P_{n}}{Q_{n}}\right) Q_{n-1}+Q_{n-2}}=\frac{P_{n} Q_{n}+P_{n} P_{n-1}}{Q_{n}^{2}+P_{n} Q_{n-1}} .
$$

33. It is obvious that at $k=0,1$ our formula holds true. Assuming that it is valid at $k=n-1$, let us prove that it takes place also at $k=n$. And so, we assume

$$
b_{0}+\frac{a_{1}}{b_{1}}+\ddots .+\frac{a_{n-1}}{b_{n-1}}=\frac{P_{n-1}}{Q_{n-1}}
$$

However, according to the rule for composing $P_{k}$ and $Q_{k}$, we have

$$
\frac{P_{n-1}}{Q_{n-1}}=\frac{b_{n-1} P_{n-2}+a_{n-1} P_{n-3}}{b_{n-1} Q_{n-2}+a_{n-1} Q_{n-3}},
$$

where $P_{n-2}, P_{n-3}, Q_{n-2}, Q_{n-3}$ are independent of $a_{n-1}$ and $b_{n-1}$.

On the other hand, it is clear that the fraction

$$
b_{0}+\frac{a_{1}}{b_{1}}+\cdot \cdot+\frac{a_{n-1}}{b_{n-1}}+\frac{a_{n}}{b_{n}}
$$

is obtained from the fraction

$$
b_{0}+\frac{a_{1}}{b_{1}}+\ddots \cdot+\frac{a_{n-1}}{b_{n-1}}
$$

by replacing $b_{n-1}$ by $b_{n-1}+\frac{a_{n}}{b_{n}}$.
Therefore

$$
\begin{aligned}
& b_{0}+\frac{a_{1}}{b_{1}}+\ddots+\frac{a_{n-1}}{b_{n-1}}+\frac{a_{n}}{b_{n}}=\frac{\left(b_{n-1}+\frac{a_{n}}{b_{n}}\right) P_{n-2}+a_{n-1} P_{n-3}}{\left(b_{n-1}+\frac{a_{n}}{b_{n}}\right) Q_{n-2}+a_{n-1} Q_{n-3}}= \\
&=\frac{b_{n-1} P_{n-2}+a_{n-1} P_{n-3}+\frac{a_{n}}{b_{n}} P_{n-2}}{b_{n-1} Q_{n-2}+a_{n-1} Q_{n-3}+\frac{a_{n}}{b_{n}} Q_{n-2}}=\frac{P_{n-1}+\frac{a_{n}}{b_{n}} P_{n-2}}{Q_{n-1}+\frac{a_{n}}{b_{n}} Q_{n-2}}= \\
&=\frac{b_{n} P_{n-1}+a_{n} P_{n-2}}{b_{n} Q_{n-1}+a_{n} Q_{n-2}}=\frac{P_{n}}{Q_{n}} .
\end{aligned}
$$

34. Denoting the value of our fraction by $\frac{P_{n}}{Q_{n}}$, we have

$$
\begin{array}{ll}
P_{1}=r, & Q_{1}=r+1 \\
P_{2}=r(r+1), & Q_{2}=r^{2}+r+1
\end{array}
$$

Using the method of induction, let us prove that

$$
P_{n}=r \frac{r^{n}-1}{r-1}, \quad Q_{n}=\frac{r^{n+1}-1}{r-1} .
$$

At $n=1$ these formulas are valid. Assuming their validity at $n=m$, let us prove that they also take place at $n=$ $=m+1$.

We have

$$
P_{m+1}=b_{m+1} P_{m}+a_{m+1} P_{m-1}
$$

In our case we find

$$
P_{m+1}=(r+1) r \frac{r^{m}-1}{r-1}-r^{2} \frac{r^{m-1}-1}{r-1}=r \frac{r^{m+1}-1}{r-1} .
$$

Analogously we obtain that

$$
Q_{m+1}=\frac{r^{m+2}-1}{r-1} .
$$

35. Put

$$
\frac{1}{u_{r}}+\frac{1}{u_{r+1}}=\frac{1}{u_{r}+x_{r}} .
$$

Then we find

$$
x_{r}=-\frac{u_{r}^{2}}{u_{r}+u_{r+1}} .
$$

Therefore

$$
\frac{1}{u_{1}}+\frac{1}{u_{2}}=\frac{1}{u_{1}-\frac{u_{1}^{2}}{u_{1}+u_{2}}} .
$$

Further

$$
\frac{1}{u_{1}}+\frac{1}{u_{2}}+\frac{1}{u_{3}}=\frac{1}{u_{1}}+\frac{1}{u_{2}+x_{2}}=\frac{1}{u_{1}+x_{2}^{\prime}},
$$

where

$$
x_{2}^{\prime}=-\frac{u_{1}^{2}}{u_{1}+u_{2}+x_{2}} .
$$

Thus

$$
\frac{1}{u_{1}}+\frac{1}{u_{2}}+\frac{1}{u_{3}}=\frac{1}{u_{1}-\frac{u_{1}^{2}}{u_{1}+u_{2}+x_{2}}}=\frac{1}{u_{1}-\frac{u_{1}^{2}}{u_{1}+u_{2}-\frac{u_{2}^{2}}{u_{2}+u_{3}}}} .
$$

Using the method of induction, we also get the general formula.
36. Let us denote the fraction

$$
\frac{a_{1}}{b_{1}}+\frac{a_{2}}{b_{2}}+\ddots+\frac{a_{n}}{b_{n}}
$$

by $\frac{P_{n}}{Q_{n}}$, and put the fraction

$$
\frac{c_{1} a_{1}}{c_{1} b_{1}}+\frac{c_{1} c_{2} a_{2}}{c_{2} b_{2}}+\cdot \cdot+\frac{c_{n-1} c_{n} a_{n}}{c_{n} b_{n}}
$$

equal to $\frac{P_{n}^{\prime}}{Q_{n}^{\prime}}$. It is required to prove that $\frac{P_{n}}{Q_{n}}=\frac{P_{n}^{\prime}}{Q_{n}^{\prime}}$ for any whole positive $n$.

We have

$$
\begin{aligned}
& \frac{P_{1}}{Q_{1}}=\frac{a_{1}}{b_{1}}, \frac{P_{2}}{Q_{2}}=\frac{a_{1} b_{2}}{b_{1} b_{2}+a_{2}}, \ldots ; \\
& \frac{P_{1}^{\prime}}{Q_{1}^{\prime}}=\frac{c_{1} a_{1}}{c_{1} b_{1}}, \frac{P_{2}^{\prime}}{Q_{2}^{\prime}}=\frac{c_{1} c_{2} a_{1} b_{2}}{c_{1} c_{2}\left(b_{1} b_{2}+a_{2}\right)}, \ldots .
\end{aligned}
$$

We may put $P_{1}=a_{1}, Q_{1}=b_{1}, P_{2}=a_{1} b_{2}, Q_{2}=b_{1} b_{2}+a_{2}$, and then the following relations take place (see Problem 33)

$$
P_{n+1}=b_{n+1} P_{n}+a_{n+1} P_{n-1}, \quad Q_{n+1}=b_{n+1} Q_{n}+a_{n+1} Q_{n-1}
$$

Put

$$
\begin{gathered}
P_{1}^{\prime}=c_{1} a_{1}, \quad P_{2}^{\prime}=c_{1} c_{2} a_{1} b_{2} \\
Q_{1}^{\prime}=c_{1} b_{1}, \quad Q_{2}^{\prime}=c_{1} c_{2}\left(b_{1} b_{2}+a_{2}\right)
\end{gathered}
$$

Let us prove that for any $n$ we then have

$$
P_{n}^{\prime}=c_{1} c_{2} \ldots c_{n} P_{n}, \quad Q_{n}^{\prime}=c_{1} c_{2} \ldots c_{n} Q_{n}
$$

Let us prove this assertion using the method of induction, i.e. assuming its validity for a subscript smaller than, ot equal to, $n$, we shall prove the validity for the subscript $n+1$.

We have

$$
\begin{aligned}
P_{n+1}^{\prime} & =c_{n+1} b_{n+1} P_{n}^{\prime}+c_{n} c_{n+1} a_{n+1} P_{n-1}^{\prime}, \\
Q_{n+1}^{\prime} & =c_{n+1} b_{n+1} Q_{n+}^{\prime}+c_{n} c_{n+1} a_{n+1} Q_{n-1}^{\prime} .
\end{aligned}
$$

Hence (with the asumption)

$$
\begin{aligned}
& P_{n+1}^{\prime}=c_{n+1} b_{n+1} c_{1} c_{2} \ldots c_{n} P_{n}+ \\
& \quad+c_{n} c_{n+1} a_{n+1} c_{1} c_{2} \ldots c_{n-1} P_{n-1}= \\
& =c_{1} c_{2} \ldots c_{n+1}\left(b_{n+1} P_{n}+a_{n+1} P_{n-1}\right)= \\
& \quad=c_{1} c_{2} \ldots c_{n+1} p_{n+1}
\end{aligned}
$$

Likewise prove that

$$
Q_{n+1}^{\prime}=c_{1} c_{2} \ldots c_{n+1} Q_{n+1}
$$

Now it is easy to find that

$$
\frac{P_{n}}{Q_{n}}=\frac{P_{n}^{\prime}}{Q_{n}^{\prime}} .
$$

37. $1^{\circ}$ Put

$$
2 \cos x-\frac{1}{2 \cos x}-\frac{1}{2 \cos x}-\cdot \cdot-\frac{1}{2 \cos x}=\frac{P_{n}}{Q_{n}} .
$$

We have

$$
\frac{P_{1}}{Q_{1}}=2 \cos x .
$$

Therefore we may put

$$
P_{1}=\frac{\sin 2 x}{\sin x}, \quad Q_{1}=\frac{\sin x}{\sin x} .
$$

Further

$$
\frac{P_{2}}{Q_{2}}=2 \cos x-\frac{1}{2 \cos x}=\frac{4 \cos ^{2} x-1}{2 \cos x} .
$$

Consequently, we may take

$$
P_{2}=\frac{\sin 3 x}{\sin x}, \quad Q_{2}=\frac{\sin 2 x}{\sin x} .
$$

Let us prove that then $P_{n}=\frac{\sin (n+1) x}{\sin x}, Q_{n}=\frac{\sin n x}{\sin x}$ for any $n$.
Assuming that these formulas are valid for subscripts not exceeding $n$, let us prove that they also take place at $n+1$. We have (see Problem 33)

$$
P_{n+1}=2 \cos x \frac{\sin (n+1) x}{\sin x}-\frac{\sin n x}{\sin x}=\frac{1}{\sin x} \sin (n+2) x .
$$

In the same way we find that $Q_{n+1}=\frac{\sin (n+1) x}{\sin x}$, and therefore

$$
\frac{P_{n}}{Q_{n}}=\frac{\sin (n+1) x}{\sin n x}
$$

for any whole positive $n$.
$2^{\circ}$ Let us denote the continued fraction on the right by $\frac{P_{n}}{Q_{n}}$. We have to prove that

$$
\frac{P_{n}}{Q_{n}}=1+b_{2}+b_{2} b_{3}+\ldots+b_{2} b_{3} \ldots b_{n} .
$$

We have

$$
\frac{P_{1}}{Q_{1}}=\frac{1}{1}, \frac{P_{2}}{Q_{2}}=\frac{b_{2}+1}{1} .
$$

Therefore we may take: $P_{1}=1, Q_{1}=1, P_{2}=b_{2}+1$, $Q_{2}=1$. Then, using the method of induction, it is easy to prove that

$$
\begin{aligned}
& P_{n}=1+b_{2}+b_{2} b_{3}+\ldots+b_{2} b_{3} \ldots b_{n} \\
& Q_{n}=1,!
\end{aligned}
$$

and, consequently, our equality is also true.
38. $1^{\circ}$ We have
$\sin a+\sin b+\sin c=\sin (a+b+c)=$

$$
\begin{aligned}
& =(\sin a+\sin b)+[\sin c-\sin (a+b+c)]= \\
& =2 \sin \frac{a+b}{2} \cos \frac{a-b}{2}-2 \sin \frac{a+b}{2} \cos \frac{a+b+2 c}{2}= \\
& =2 \sin \frac{a+b}{2}\left(\cos \frac{a-b}{2}-\cos \frac{a+b+2 c}{2}\right)= \\
& \left.\quad=4 \sin \frac{a+b}{2} \sin \frac{a+c}{2} \sin \frac{b+c}{2}\right) .
\end{aligned}
$$

$2^{\circ}$ Analogous to the preceding one.
39. Consider the sum

$$
\tan a+\tan b+\tan c
$$

We have

$$
\begin{aligned}
& \tan a+\tan b+\tan c=\frac{\sin (a+b)}{\cos a \cos b}+\frac{\sin c}{\cos c}= \\
& =\frac{\sin (a+b) \cos c+\sin c \cos a \cos b}{\cos a \cos b \cos c}= \\
& =\frac{\sin (a+b) \cos c+\cos (a+b) \sin c-\cos (a+b) \sin c+\sin c \cos a \cos b}{\cos a \cos b \cos c}= \\
& =\frac{\sin (a+b+c)+\sin c[\cos a \cos b-\cos (a+b)]}{\cos a \cos b \cos c}= \\
& \quad=\frac{\sin (a+b+c)+\sin a \sin b \sin c}{\cos a \cos b \cos c} .
\end{aligned}
$$

Hence follows the required equality.
40. The equalities $1^{\circ}, 2^{\circ}$ and $3^{\circ}$ are easily obtained from Problems $38\left(1^{\circ}, 2^{\circ}\right)$ and 39 putting $a=A, b=B, c=C$ and $a+b+c=A+B+C=\pi$.

Now let us prove $4^{\circ}$. Rewrite the left member in the following way

$$
S=\tan \frac{A}{2} \tan \frac{B}{2}+\tan \frac{C}{2}\left(\tan \frac{A}{2}+\tan \frac{B}{2}\right) .
$$

But since

$$
A+B+C=\pi
$$

we have

$$
\tan \frac{C}{2}=\tan \left(\frac{\pi}{2}-\frac{A+B}{2}\right)=\cot \frac{A+B}{2}=\frac{1}{\tan \frac{A+B}{2}}
$$

Hence

$$
S=\tan \frac{A}{2} \tan \frac{B}{2}+\frac{\tan \frac{A}{2}+\tan \frac{B}{2}}{\tan \frac{A+B}{2}}=1,
$$

since

$$
\tan \frac{A+B}{2}=\frac{\tan \frac{A}{2}+\tan \frac{B}{2}}{1-\tan \frac{A}{2} \tan \frac{B}{2}} .
$$

## $5^{\circ}$ Indeed

$\sin 2 A+\sin 2 B+\sin 2 C=$

$$
\begin{aligned}
& =\sin 2 A+2 \sin (B+C) \cos (B-C)= \\
& =2 \sin A \cos A+2 \sin A \cos (B-C)= \\
& =2 \sin A[\cos A+\cos (B-C)]= \\
& =4 \sin A \sin B \sin C .
\end{aligned}
$$

41. $1^{\circ}$ It is necessary to find how $a, b$, and $c$ are related if $\cos a+\cos b+\cos c-1-4 \sin \frac{a}{2} \sin \frac{b}{2} \sin \frac{c}{2}=0$.

To this end let us reduce the left member of the equality to a form convenient for taking logs, i.e. try to represent it in the form of a product of trigonometric functions of the quantities $a, b$ and $c$.

We have

$$
\begin{aligned}
\cos a+\cos b= & 2 \cos \frac{a+b}{2} \cos \frac{a-b}{2}= \\
= & 2\left(\cos ^{2} \frac{a}{2} \cos ^{2} \frac{b}{2}-\sin ^{2} \frac{a}{2} \sin ^{2} \frac{b}{2}\right), \\
& \cos c-1=-2 \sin ^{2} \frac{c}{2}
\end{aligned}
$$

Therefore the left member takes the form
$2 \cos ^{2} \frac{a}{2} \cos ^{2} \frac{b}{2}-2 \sin ^{2} \frac{a}{2} \sin ^{2} \frac{b}{2}-2 \sin ^{2} \frac{c}{2}-$

$$
-4 \sin \frac{a}{2} \sin \frac{b}{2} \sin \frac{c}{2}=
$$

$$
=2\left[\cos ^{2} \frac{a}{2} \cos ^{2} \frac{b}{2}-\left(\sin ^{2} \frac{a}{2} \sin ^{2} \frac{b}{2}+2 \sin \frac{a}{2} \sin \frac{b}{2} \sin \frac{c}{2}+\right.\right.
$$

$$
\left.\left.+\sin ^{2} \frac{c}{2}\right)\right]=2\left[\cos ^{2} \frac{a}{2} \cos ^{2} \frac{b}{2}-\left(\sin \frac{a}{2} \sin \frac{b}{2}+\sin \frac{c}{2}\right)^{2}\right]=
$$

$$
=2\left[\left(\cos \frac{a}{2} \cos \frac{b}{2}+\sin \frac{a}{2} \sin \frac{b}{2}\right)+\sin \frac{c}{2}\right] \times
$$

$$
\times\left[\left(\cos \frac{a}{2} \cos \frac{b}{2}-\sin \frac{a}{2} \sin \frac{b}{2}\right)-\sin \frac{c}{2}\right]=
$$

$$
=2\left(\cos \frac{a-b}{2}+\sin \frac{c}{2}\right)\left(\cos \frac{a+b}{2}-\sin \frac{c}{2}\right)=
$$

$$
\begin{array}{r}
=2\left[\cos \frac{a-b}{2}+\cos \left(\frac{\pi}{2}-\frac{c}{2}\right)\right]\left[\cos \frac{a+b}{2}-\cos \left(\frac{\pi}{2}-\frac{c}{2}\right)\right]= \\
=-8 \sin \frac{\pi+b+c-a}{4}-\sin \frac{\pi+a+c-b}{4} \times \\
\times \sin \frac{\pi+a+b-c}{4} \sin \frac{a+b+c-\pi}{4} .
\end{array}
$$

By hypothesis, this expression must equal zero and, consequently, at least one of the factors must be equal to zero. But from the equality $\sin \alpha=0$ follows $\alpha=k \pi$ (where $k$ is any whole number). Therefore, among $a, b$ and $c$, satisfying the original relationship, there exists at least one of the four relationships

$$
\begin{aligned}
& a+b+c=(4 k+1) \pi, \quad a+b-c=(4 k-1) \pi, \\
& a+c-b=(4 k-1) \pi, \quad b+c-a=(4 k-1) \pi .
\end{aligned}
$$

$2^{\circ}$ We have (see Problem 30)
$\tan a+\tan b+\tan c-\tan a \tan b \tan c=\frac{\sin (a+b+c)}{\cos a \cos b \cos c}$.
By virtue of our conditions

$$
\sin (a+b+c)=0 \text { and } a+b+c=k \pi .
$$

$3^{\circ}$ Transform the original expression. We have $1-\cos ^{2} a-\cos ^{2} b-\cos ^{2} c+2 \cos a \cos b \cos c=$ $=1-\cos ^{2} a-\cos ^{2} b-\left(\cos ^{2} c-2 \cos a \cos b \cos c+\right.$ $\left.+\cos ^{2} a \cos ^{2} b\right)+\cos ^{2} a \cos ^{2} b=1-\cos ^{2} a-\cos ^{2} b-$ $-(\cos c-\cos a \cos b)^{2}+\cos ^{2} a \cos ^{2} b=$ $=\left(1-\cos ^{2} a\right)\left(1-\cos ^{2} b\right)-(\cos c-\cos a \cos b)^{2}=$ $=(\sin a \sin b-\cos c+\cos a \cos b) \times$
$\times(\sin a \sin b+\cos c-\cos a \cos b)=$
$=[\cos c-\cos (a+b)][\cos (a-b)-\cos c]=$
$=4 \sin \frac{a+b+c}{2} \sin \frac{a+b-c}{2} \sin \frac{a+c-b}{2} \sin \frac{c+b-a}{2}$.
Consequently, there exists at least one of the following relations
$a+b+c=2 k \pi, \quad a+b-c=2 k \pi, a+c-b=2 k \pi$,

$$
b+c-a=2 k \pi .
$$

42. Put

$$
x=\tan \frac{\alpha}{2}, \quad y=\tan \frac{\beta}{2}, \quad z=\tan \frac{\gamma}{2} .
$$

Then

$$
\frac{2 x}{1-x^{2}}=\tan \alpha, \quad \frac{2 y}{1-y^{2}}=\tan \beta, \quad \frac{2 z}{1-z^{2}}=\tan \gamma,
$$

and our problem takes the following form. Prove that

$$
\tan \alpha+\tan \beta+\tan \gamma=\tan \alpha \tan \beta \tan \gamma
$$

if

$$
\tan \frac{\alpha}{2} \tan \frac{\beta}{2}+\tan \frac{\alpha}{2} \tan \frac{\gamma}{2}+\tan \frac{\beta}{2} \tan \frac{\gamma}{2}=1 .
$$

Rewrite the last equality as

$$
\tan \frac{\alpha}{2}\left(\tan \frac{\beta}{2}+\tan \frac{\gamma}{2}\right)-\left(1-\tan \frac{\beta}{2} \tan \frac{\gamma}{2}\right)=0 .
$$

Dividing both members by $1-\tan \frac{\beta}{2} \tan \frac{\gamma}{2}$, we get $\tan \frac{\alpha}{2} \tan \frac{\beta+\gamma}{2}-1=0, \quad \tan \frac{\alpha}{2}=\cot \frac{\beta+\gamma}{2}=\tan \left(\frac{\pi}{2}-\frac{\beta+\gamma}{2}\right)$.
Hence

$$
\frac{\alpha}{2}+\frac{\beta+\gamma}{2}-\frac{\pi}{2}=k \pi
$$

(if tangents are equal, the corresponding angles differ by the multiple of $\pi$ ) and

$$
\alpha+\beta+\gamma=(2 k+1) \pi .
$$

And so the proposition is proved (see Problem 40, $3^{\circ}$ ). 43. Put $b=\tan \beta, c=\tan \gamma, a=\tan \alpha$. Then

$$
\frac{b-c}{1+b c}=\frac{\tan \beta-\tan \gamma}{1+\tan \beta \tan \gamma}=\tan (\beta-\gamma),
$$

and, hence, our equality is equivalent to the following one $\tan (\beta-\gamma)+\tan (\gamma-\alpha)+\tan (\alpha-\beta)=$

$$
=\tan (\beta-\gamma) \tan (\gamma-\alpha) \tan (\alpha-\beta)
$$

Put

$$
\beta-\gamma=x, \quad \gamma-\alpha=y, \quad \alpha-\beta=z .
$$

Let us finally prove that

$$
\tan x+\tan y+\tan z=\tan x \tan y \tan z
$$

if

$$
x+y+z=0
$$

But then we have

$$
\tan (x+y)=-\tan z, \quad \frac{\tan x+\tan y}{1-\tan x \tan y}=-\tan z
$$

Hence follows the required equality.
It is obvious, that the last two problems can be solved by direct transformations of the considered algebraic expressions.
44. We have

$$
\tan 3 \alpha=\frac{\sin 3 \alpha}{\cos 3 \alpha}=\frac{\sin \alpha\left(3-4 \sin ^{2} \alpha\right)}{\cos \alpha\left(1-4 \sin ^{2} \alpha\right)}=\tan \alpha \frac{3-4 \sin ^{2} \alpha}{1-4 \sin ^{2} \alpha} .
$$

Divide both the numerator and denominator of this fraction by $\cos ^{2} \alpha$ and replace $\frac{1}{\cos ^{2} \alpha}$ by $1+\tan ^{2} \alpha$.

We get

$$
\tan 3 \alpha=\tan \alpha \frac{3-\tan ^{2} \alpha}{1-3 \tan ^{2} \alpha}=\tan \alpha \frac{\sqrt{3}+\tan \alpha}{1-\sqrt{3} \tan \alpha} \cdot \frac{\sqrt{3}-\tan \alpha}{1+\sqrt{3} \tan \alpha} .
$$

Hence

$$
\tan 3 \alpha=\tan \alpha \tan \left(\frac{\pi}{3}+\alpha\right) \tan \left(\frac{\pi}{3}-\right)
$$

45. Multiplying both members of the equality by $a+b$ and replacing unity in the right member by $\left(\sin ^{2} \alpha+\right.$ $\left.+\cos ^{2} \alpha\right)^{2}$, we get

$$
\begin{aligned}
\sin ^{4} \alpha+\cos ^{4} \alpha+\frac{b}{a} \sin ^{4} \alpha+ & \frac{a}{b} \cos ^{4} \alpha= \\
& =\sin ^{4} \alpha+\cos ^{4} \alpha+2 \sin ^{2} \alpha \cos ^{-4} \alpha
\end{aligned}
$$

whence

$$
\begin{gathered}
\frac{b}{a} \sin ^{4} \alpha-2 \sin ^{2} \alpha \cos ^{2} \alpha+\frac{a}{b} \cos ^{4} \alpha=0 \\
\left(\sqrt{\frac{b}{a}} \sin ^{2} \alpha-\sqrt{\frac{a}{b}} \cos ^{2} \alpha\right)^{2}=0 \\
\frac{b}{a} \sin ^{4} \alpha=\frac{a}{b} \cos ^{4} \alpha
\end{gathered}
$$

or

$$
\frac{\sin ^{4} \alpha}{a^{2}}=\frac{\cos ^{4} \alpha}{b^{2}}=\lambda
$$

Substituting it into the original equality, we find

$$
\lambda=\frac{1}{(a+b)^{2}} .
$$

Therefore

$$
\frac{\sin ^{8} \alpha}{a^{3}}+\frac{\cos ^{8} \alpha}{b^{3}}=\frac{a}{(a+b)^{4}}+\frac{b}{(a+b)^{4}}=\frac{1}{(a+b)^{3}} .
$$

46. From the second equality we have
$\left(a_{1} \cos \alpha_{1}+a_{2} \cos \alpha_{2}+\ldots+a_{n} \cos \alpha_{n}\right) \cos \theta-$
$-\left(a_{1} \sin \alpha_{1}+a_{2} \sin \alpha_{2}+\ldots+a_{n} \sin \alpha_{n}\right) \sin \theta=0$.
On the basis of the first equality and since $\sin \theta \neq 0$, we get

$$
\begin{equation*}
a_{1} \sin \alpha_{1}+a_{2} \sin \alpha_{2}+\ldots+a_{n} \sin \alpha_{n}=0 \tag{*}
\end{equation*}
$$

Multiplying the first equality by $\cos \lambda$ and the equality (*) by $\sin \lambda$, and subtracting the second result from the first one, we have

$$
\begin{aligned}
a_{1} \cos \left(\alpha_{1}+\lambda\right)+a_{2} \cos \left(\alpha_{2}+\lambda\right) & +\ldots+ \\
& +a_{n} \cos \left(\alpha_{n}+\lambda\right)=0
\end{aligned}
$$

47. It is obvious that the left member is reduced to the following expression
$(\tan \beta-\tan \gamma)+(\tan \gamma-\tan \alpha)+(\tan \alpha-\tan \beta)=0$.
48. $1^{\circ} \mathrm{We}$ have

$$
r_{a}-r=\frac{s}{p-a}-\frac{s}{p}=\frac{s a}{p(p-a)} .
$$

Hence

$$
\frac{a^{2}}{r_{a}-r}=\frac{a p(p-a)}{s} .
$$

Therefore
$\omega=\frac{a^{2}}{r_{a}-r}+\frac{b^{2}}{r_{b}-r}+\frac{c^{2}}{r_{c}-r}=\frac{p}{s}\{a(p-a)+b(p-b)+c(p-c)\}$.

But

$$
s^{2}=p(p-a)(p-b)(p-c)
$$

Hence

$$
\begin{aligned}
& \omega=s\left\{\frac{a}{(p-b)(p-c)}+\frac{b}{(p-a)(p-c)}+\frac{c}{(p-a)(p-b)}\right\}= \\
& =s\left\{\frac{(p-b)+(p-c)}{(p-b)(p-c)}+\frac{(p-a)+(p-c)}{(p-a)(p-c)}+\frac{(p-a)+(p-b)}{(p-a)(p-b)}\right\}= \\
& \quad=2\left(r_{a}+r_{b}+r_{c}\right) .
\end{aligned}
$$

$2^{\circ}$ We have

$$
\begin{array}{r}
\sigma=\frac{a^{2} r_{a}}{(a-b)(a-c)}+\frac{b^{2} r_{b}}{(b-c)(b-a)}+\frac{c^{2} r_{c}}{(c-a)(c-b)}= \\
=s\left\{\frac{a^{2}}{(p-a)(a-b)(a-c)}+\frac{b^{2}}{(p-b)(b-c)(b-a)}+\right. \\
\left.+\frac{c^{2}}{(p-c)(c-a)(c-b)}\right\}
\end{array}
$$

But (see Problem 9)

$$
\begin{aligned}
\frac{a^{2}}{(p-a)(a-b)(a-c)} & +\frac{b^{2}}{(p-b)(b-c)(b-a)}+ \\
& +\frac{c^{2}}{(p-c)(c-a)(c-b)}=\frac{p^{2}}{(p-a)(p-b)(p-c)} .
\end{aligned}
$$

Therefore

$$
\sigma=\frac{s p^{2}}{(p-a)(p-b)(p-c)}=\frac{s p^{3}}{s^{2}}=\frac{p^{3}}{s}=\frac{p^{2}}{r} .
$$

## $3^{\circ}$ We get

$$
r_{a}+r_{b}+r_{c}=s\left(\frac{1}{p-a}+\frac{1}{p-b}+\frac{1}{p-c}\right)=\frac{s\left(a b+a c+b c-p^{2}\right)}{(p-a)(p-b)(p-c)} .
$$

Further

$$
\begin{aligned}
\frac{a}{r_{a}}+\frac{b}{r_{b}}+\frac{c}{r_{c}} & =\frac{1}{s}\{a(p-a)+b(p-b)+c(p-c)\}= \\
& =\frac{1}{s}\left(2 p^{2}-a^{2}-b^{2}-c^{2}\right)= \\
& =\frac{2}{s}\left(-p^{2}+a b+a c+b c\right) .
\end{aligned}
$$

The rest is obvious.

## $4^{\circ}$ Consider the first sum

$$
\begin{aligned}
\sigma & =\frac{1}{s^{2}}\left\{\frac{b c(p-a)^{2}}{(a-b)(a-c)}+\frac{a c(p-b)^{2}}{(b-c)(b-a)}+\frac{a b(p-c)^{2}}{(c-a)(c-b)}\right\}= \\
& =\frac{1}{s^{2}}\left\{p^{2}\left[\frac{b c}{(a-b)(a-c)}+\frac{a c}{(b-c)(b-a)}+\frac{a b}{(c-a)(c-b)}\right]-\right. \\
& -2 p a b c\left[\frac{1}{(a-b)(a-c)}+\frac{1}{(b-c)(b-a)}+\frac{1}{(c-a)(c-b)}\right]+ \\
& \left.+a b c\left[\frac{a}{(a-b)(a-c)}+\frac{b}{(b-c)(b-a)}+\frac{c}{(c-a)(c-b)}\right]\right\} .
\end{aligned}
$$

But (see Problem 8)

$$
\begin{aligned}
& \frac{1}{(a-b)(a-c)}+\frac{1}{(b-c)(b-a)}+\frac{1}{(c-a)(c-b)}=0, \\
& \frac{a}{(a-b)(a-c)}+\frac{b}{(b-c)(b-a)}+\frac{c}{(c-a)(c-b)}=0 .
\end{aligned}
$$

Therefore

$$
\sigma=\frac{p^{2}}{s^{2}}\left[\frac{b c}{(a-b)(a-c)}+\frac{a c}{(b-c)(b-a)}+\frac{a b}{(c-a)) c-b)}\right] ;
$$

further

$$
\begin{aligned}
& \frac{b c}{(a-b)(a-c)}+\frac{a c}{(b-c)(b-a)}+\frac{a b}{(c-a)(c-b)}= \\
& \quad=a b c\left\{\left[\frac{1}{a(a-b)(a-c)}+\frac{1}{b(b-c)(b-a)}+\frac{1}{c(c-a)(c-b)}+\right.\right. \\
& \left.\left.\qquad+\frac{1}{(0-a)(0-b)(0-c)}\right]+\frac{1}{a b c}\right\}=1 .
\end{aligned}
$$

$$
\sigma=\frac{p^{2}}{s^{2}}=\frac{1}{r^{2}} .
$$

Let us go over to the second sum. We have
$\sigma=\frac{1}{r_{a} r_{b} r_{c}}\left\{\frac{a^{2} r_{a}}{(a-b)(a-c)}+\frac{b^{2} r_{b}}{(b-c)(b-a)}+\right.$

$$
\begin{aligned}
& \left.+\frac{c^{2} r_{c}}{(c-a)(c-b)}\right\}=\frac{s}{r_{a} r_{b} r_{c}}\left\{\frac{a^{2}}{(a-b)(a-c)(p-a)}+\right. \\
& \left.+\frac{b^{2}}{(b-c)(b-a)(p-b)}+\frac{c^{2}}{(c-a)(c-b)(p-c)}\right\} .
\end{aligned}
$$

## But

$$
\begin{aligned}
\frac{a^{2}}{(a-b)(a-c)(a-p)} & +\frac{b^{2}}{(b-c)(b-a)(b-p)}+ \\
& +\frac{c^{2}}{(c-a)(c-b)(c-p)}+\frac{p^{2}}{(p-a)(p-b)(p-c)}=0
\end{aligned}
$$

Therefore

$$
\sigma=\frac{s(p-a)(p-b)(p-c)}{s^{3}} \cdot \frac{p^{2}}{(p-a)(p-b)(p-c)}=\frac{p^{2}}{s^{2}}=\frac{1}{r^{2}}
$$

## $5^{\circ}$ We have

$$
\begin{aligned}
\sigma & =\frac{a r_{a}}{(a-b)(a-c)}+\frac{b r_{b}}{(b-c)(b-a)}+\frac{c r_{c}}{(c-a)(c-b)}= \\
& =s\left\{\frac{a}{(a-b)(a-c)(p-a)}+\frac{b}{(b-c)(b-a)(p-b)}+\right. \\
& \left.+\frac{c}{(c-a)(c-b)(p-c)}\right\}=-s\left\{\frac{a}{(a-b)(a-c)(a-p)}+\right. \\
& +\frac{b}{(b-c)(b-a)(b-p)}+\frac{p}{(c-a)(c-b)(c-p)}+ \\
& \left.+\frac{p}{(p-a)(p-b)(p-c)}-\frac{p}{(p-a)(p-b)(p-c)}\right\}= \\
& =\frac{s p}{(p-a)(p-b)(p-c)}=\frac{p^{2}}{s}=\frac{p}{r}
\end{aligned}
$$

## Further

$$
\begin{aligned}
\sigma & =\frac{(b+c) r_{a}}{(a-b)(a-c)}+\frac{(c+a) r_{b}}{(b-c)(b-a)}+\frac{(a+b) r_{c}}{(c-a)(c-b)}= \\
& =s\left\{\frac{(b+c)}{(a-b)(a-c)(p-a)}+\frac{(c+a)}{(b-c)(b-a)(p-b)}+\right. \\
& \left.+\frac{(a-b)}{(c-a)(c-b)(p-c)}\right\}=s(a+b+c)\left\{\frac{1}{(a-b)(a-c)(p-a)}+\right. \\
& \left.+\frac{1}{(b-c)(b-a)(p-b)}+\frac{1}{(c-a)(c-b)(p-c)}\right\}- \\
& -s\left\{\frac{a}{(a-b)(1-c)(p-a)}+\frac{c}{(b-c)(b-a)(p-b)}+\right. \\
& \left.+\frac{c}{(c-a)(c-b)(p-c)}\right\}
\end{aligned}
$$

## But

$\frac{1}{(a-b)(a-c)(a-p)}+\frac{1}{(b-c)(b-a)(b-p)}+$

$$
+\frac{1}{(c-a)(c-b)(c-p)}+\frac{1}{(p-a)(p-b)(p-c)}=0 .
$$

Therefore, the first braced expression is equal to $\frac{1}{(p-a)(p-b)(p-c)}$. The second braced expression is equal to $\frac{p^{2}}{s^{2}}$. Hence

$$
\sigma=\frac{s(a+b+c)}{(p-a)(p-b)(p-c)}-\frac{p^{2}}{s}=\frac{2 p^{2}}{s}-\frac{p^{2}}{s}=\frac{p^{2}}{s}=\frac{p}{r} .
$$

49. Rewrite the supposed identity in the following way: $\sin (a+b-c-d) \sin (a-b)=$

$$
=\sin (a-c) \sin (a-d)-\sin (b-c) \sin (b-d) .
$$

Using the formula $\sin A \sin B=\frac{1}{2}\{\cos (A-B)-$ $-\cos (A+B)\}$, we find
$\sin (a+b-c-d) \sin (a-b)=$

$$
=\frac{1}{2}\{\cos (2 b-c-d)-\cos (2 a-c-d)\},
$$

$$
\begin{aligned}
& \sin (a-c) \sin (a-d)=\frac{1}{2}\{\cos (c-d)-\cos (2 a-c-d)\}, \\
& \sin (b-c) \sin (b-d)=\frac{1}{2}\{\cos (c-d)-\cos (2 b-c-d)\}
\end{aligned}
$$

The rest is obvious.
50. $1^{\circ}$ We have: $1+\tan ^{2} \frac{\theta}{2}=\frac{1}{\cos ^{2} \frac{\theta}{2}}=\frac{2}{1+\cos \theta}=\frac{b+c}{p}$, where $a+b+c=2 p$.

Hence
$1+\tan ^{2} \frac{\theta}{2}+1+\tan ^{2} \frac{\varphi}{2}+1+\tan ^{2} \frac{\psi}{2}=$

$$
=\frac{(b+c)+(a+c)+(a+b)}{p}=4,
$$

and, consequently, $\tan ^{2} \frac{\theta}{2}+\tan ^{2} \frac{\varphi}{2}+\tan ^{2} \frac{\psi}{2}=1$.
$2^{\circ} \tan ^{2} \frac{\theta}{2}=\frac{b+c}{p}-1=\frac{p-a}{p}$. Therefore

$$
\tan \frac{\theta}{2} \tan \frac{\varphi}{2} \tan \frac{\psi}{2}=\sqrt{\frac{(p-a)(p-b)(p-c)}{p^{3}}} .
$$

But, as is known

$$
\tan \frac{A}{2} \tan \frac{B}{2} \tan \frac{C}{2}=\sqrt{\frac{(p-a)(p-b)(p-c)}{p^{3}}} .
$$

Hence, $\tan \frac{\theta}{2} \tan \frac{\varphi}{2} \tan \frac{\psi}{2}=\tan \frac{A}{2} \tan \frac{B}{2} \tan \frac{C}{2}$.
51. The left member of our equality can be rewritten as

$$
\frac{1}{\sin (a-b) \sin (a-c) \sin (b-c)}\{\sin (b-c)-\sin (a-c)+
$$

$$
+\sin (a-b)\}
$$

But we have

$$
\sin (b-c)-\sin (a-c)=2 \sin \frac{b-a}{2} \cos \frac{b+a-2 c}{2} .
$$

Therefore, the braced expression is equal to

$$
\begin{aligned}
2 \sin \frac{b-a}{2} \cos \frac{b+a-2 c}{2} & -2 \sin \frac{b-a}{2} \cos \frac{b-a}{2}= \\
& =4 \sin \frac{b-a}{2} \sin \frac{b-c}{2} \sin \frac{c-a}{2} .
\end{aligned}
$$

But

$$
\begin{aligned}
& \sin (a-b) \sin (a-c) \sin (b-c)= \\
& \quad=8 \sin \frac{a-b}{2} \sin \frac{a-c}{2} \sin \frac{b-c}{2} \cos \frac{a-b}{2} \cos \frac{a-c}{2} \cos \frac{b-c}{2} .
\end{aligned}
$$

The rest is obvious.
52. $1^{\circ}$ The fraction in the left member has the form

$$
\begin{aligned}
& \frac{1}{\sin (a-b) \sin (a-c) \sin (b-c)}\{\sin a \sin (b-c)+ \\
& \quad+\sin b \sin (c-a)+\sin c \sin (a-b)\}= \\
& \quad=\frac{1}{\sin (a-b) \sin (a-c) \sin (b-c)} \cdot \sum \sin a \sin (b-c),
\end{aligned}
$$

where summing is applied to all the expressions obtained from the one under the summation sign by means of a circular permutation. But

$$
\sin a \sin (b-c)=\frac{1}{2}[\cos (a-b+c)-\cos (a+b-c)] .
$$

Therefore we have

$$
\begin{aligned}
\sum \sin a \sin (b-c)=\frac{1}{2}\{\cos (a+c-b)- & \cos (a+b-c)+ \\
+\cos (b+a-c)-\cos (b+c-a)+ & \cos (c+b-a)- \\
& -\cos (c+a-j)\}=0,
\end{aligned}
$$

and our identity holds true.
$2^{\circ}$ The given identity can be proved similarly to case $1^{\circ}$. But we can get the same formula immediately from formula $1^{\circ}$, replacing $a$ by $\frac{\pi}{2}-a, b$ by $\frac{\pi}{2}-b$, and, finally, $c$ by $\frac{\pi}{2}-c$.
53. $1^{\circ}$ We have to prove that $\sum \sin a \sin (b-c) \times$ $\times \cos (b+c-a)=0$. Here summation is applied to all the expressions obtained from the original one by means of a circular permutation. But

$$
\sin a \sin (b-c)=\frac{1}{2}\{\cos (a-b+c)-\cos (a+b-c)\} .
$$

Therefore
$\sum \sin a \sin (b-c) \cos (b+c-a)=\frac{1}{2} \sum \cos (b+c-a) \times$

$$
\begin{aligned}
& \times \cos (a-b+c)-\frac{1}{2} \sum \cos (a+b-c) \cos (b+c-a)= \\
& =\frac{1}{4} \sum[\cos 2 c+\cos (2 b-2 a)-\cos 2 b-\cos (2 c-2 a)]= \\
& =\frac{1}{4}\{\cos 2 c-\cos 2 b+\cos 2 a-\cos 2 c+\cos 2 b- \\
& -\cos 2 a+\cos (2 b-2 a)-\cos (2 c-2 a)+\cos (2 c-2 b)- \\
& \quad-\cos (2 a-2 b)+\cos (2 a-2 c)-\cos (2 b-2 c)\}=0 .
\end{aligned}
$$

$2^{\circ}$ Can be obtained from $1^{\circ}$ by replacing $a$ by $\frac{\pi}{2}-a, b$ by $\frac{\pi}{2}-b$ and $c$ by $\frac{\pi}{2}-c$.

## $3^{\circ}$ Likewise we find

$\sum \sin a \sin (b-c) \sin (b+c-a)=$

$$
=\frac{1}{2}\{\sin 2(b-a)+\sin 2(c-b)+\sin 2(a-c)\} .
$$

It only remains to show that

$$
\begin{aligned}
& \frac{1}{2}\{\sin 2(b-a)+\sin 2(c-b)+\sin 2(a-c)\}= \\
& =2 \sin (b-c) \sin (c-a) \sin (a-b)
\end{aligned}
$$

$4^{\circ}$ Proved analogously to $3^{\circ}$ or by replacing $a$ by $\frac{\pi}{2}-a$, $b$ by $\frac{\pi}{2}-b$ and $c$ by $\frac{\pi}{2}-c$.
54. $1^{\circ} \mathrm{We}$ have
$\sum \sin ^{3} A \cos (B-C)=\sum \sin ^{2} A \sin A \cos (B-C)=$

$$
=\frac{1}{2} \sum \sin ^{2} A\{\sin (A+B-C+\sin (A-B+C)\}
$$

But since $A+B+C=\pi$, we have
$\sum \sin ^{2} A \cos (B-C)=\frac{1}{2} \sum \sin ^{2} A(\sin 2 C+\sin 2 B)=$
$=\sum \sin ^{2} A(\sin B \cos B+\sin C \cos C)=$
$=\sin ^{2} A \sin B \cos B+\sin ^{2} A \sin C \cos C+$ $+\sin ^{2} B \sin C \cos C+\sin ^{2} B \sin A \cos A+$ $+\sin ^{2} C \sin A \cos A+\sin ^{2} C \sin B \cos B=$
$=\sin A \sin B(\sin A \cos B+\cos A \sin B)+$ $+\sin A \sin C(\sin A \cos C+\cos A \sin C)+$
$+\sin B \sin C(\sin B \cos C+\cos C \sin C)=$
$=\sin A \sin B \sin (A+B)+\sin A \sin C \sin (A+C)+$ $+\sin B \sin C \sin (B+C)=3 \sin A \sin B \sin C$.

## $2^{\circ}$ We have

$\sum \sin ^{3} A \sin (B-C)=\sum \sin ^{2} A \sin A \sin (B-C)=$
$=\sum \sin ^{2} A \sin (B+C) \sin (B-C)=$
$=\frac{1}{2} \sum \sin ^{2} A\{\cos 2 C-\cos 2 B\}=\sum \sin ^{2} A\left(\sin ^{2} B-\sin ^{2} C\right)=$
$=\sin ^{2} A \sin ^{2} B \sin ^{2} C \sum\left(\frac{1}{\sin ^{2} C}-\frac{1}{\sin ^{2} B}\right)=\sin ^{2} A \sin ^{2} B \sin ^{2} C \times$ $\times\left\{\frac{1}{\sin ^{2} C}-\frac{1}{\sin ^{2} B}+\frac{1}{\sin ^{2} A}-\frac{1}{\sin ^{2} C}+\frac{1}{\sin ^{2} B}-\frac{1}{\sin ^{2} A}\right\}=0$.
55. $1^{\circ}$ We have

$$
\sin 3 x=3 \sin x-4 \sin ^{3} x
$$

Therefore
$\sum \sin 3 A \sin ^{3}(B-C)=\frac{1}{4} \sum \sin 3 A\{3 \sin (B-C)-$

$$
\begin{aligned}
& -\sin 3(B-C)\}=\frac{3}{4} \sum \sin 3(B+C) \sin (B-C)- \\
& -\frac{1}{4} \sum \sin 3(B+C) \sin 3(B-C)= \\
& =\frac{3}{8} \sum\{\cos (2 B+4 C)-\cos (4 B+2 C)\}- \\
& -\frac{1}{8} \sum(\cos 6 C-\cos 6 B)= \\
& =\frac{3}{8}\{\cos 2(B+2 C)-\cos 2(C+2 B)+\cos 2(C+2 A)- \\
& -\cos 2(A+2 C)+\cos 2(A+2 B)-\cos 2(B+2 A)\}- \\
& -\frac{1}{8}\{\cos 6 C-\cos 6 B+\cos 6 A-\cos 6 C+\cos 6 B-\cos 6 A\} .
\end{aligned}
$$

But

$$
\begin{aligned}
& \cos (2 B+4 C)=\cos (2 B+4 A) \\
& \cos (2 C+4 B)=\cos (2 C+4 A) \\
& \\
& \quad \cos (2 A+4 C)=\cos (2 A+4 B)
\end{aligned}
$$

And so, we finally have

$$
\sum \sin 3 A \sin ^{3}(B-C)=0
$$

$2^{\circ}$ Since $\cos 3 x=4 \cos ^{3} x-3 \cos x$, we have
$\sum \sin 3 A \cos ^{3}(B-C)=$

$$
\begin{aligned}
& =\frac{1}{4} \sum \sin 3(B+C)\{\cos 3(B-C)+3 \cos (B-C)\}= \\
& =\frac{1}{4} \sum \sin 3(B+C) \cos 3(B-C)+ \\
& +\frac{3}{4} \sum \sin 3(B+C) \cos (B-C)= \\
& =\frac{1}{8} \sum(\sin 6 B+\sin 6 C)+\frac{3}{8} \sum\{\sin (4 B+2 C)+ \\
& +\sin (2 B+4 C)\}=\frac{1}{4}(\sin 6 A+\sin 6 B+\sin 6 C)= \\
& =\sin 3 A \sin 3 B \sin 3 C .
\end{aligned}
$$

## SOLUTIONS TO SECTION 3

1. The validity of the given identity can be checked, for instance, by the following method. From the formulas (*) (see the beginning of the corresponding section in "Problems") we get

$$
\sqrt{2+\sqrt{3}}=\sqrt{\frac{\overline{3}}{2}}+\sqrt{\frac{1}{2}}, \sqrt{2-\sqrt{3}}=\sqrt{\frac{\overline{3}}{2}}-\sqrt{\frac{\overline{1}}{2}} .
$$

Therefore we have

$$
\begin{array}{r}
\frac{2+\sqrt{3}}{\sqrt{2}+\sqrt{2+\sqrt{3}}}=\frac{\left(\sqrt{\frac{3}{2}}+\sqrt{\frac{1}{2}}\right)^{2}}{\sqrt{2}+\sqrt{\frac{3}{2}}+\sqrt{\frac{1}{2}}}=\frac{(1+\sqrt{3})^{2} \cdot V \overline{2}}{2(3+\sqrt{\overline{3}})}= \\
=\frac{(1+\sqrt{3})^{2} \cdot \sqrt{2}}{2 \sqrt{\overline{3}}(1+\sqrt{3})}=\frac{1+\sqrt{3}}{\sqrt{\overline{6}}}
\end{array}
$$

Likewise we get

$$
\begin{aligned}
\frac{2-\sqrt{3}}{\sqrt{2}-\sqrt{2-\sqrt{3}}}= & \frac{\left(\sqrt{\frac{3}{2}}-\sqrt{\frac{1}{2}}\right)^{2}}{\sqrt{2}-\sqrt{\frac{3}{2}}+\sqrt{\frac{1}{2}}}
\end{aligned}=
$$

Consequently

$$
\begin{gathered}
\left(\frac{2+\sqrt{3}}{\sqrt{2}+V^{2} \overline{2+\sqrt{3}}}+\frac{2-\sqrt{3}}{\sqrt{2}-\sqrt{2-\sqrt{3}}}\right)^{2}=\left(\frac{1+\sqrt{3}}{\sqrt{6}}+\frac{\sqrt{3}-1}{\sqrt{\prime} \overline{6}}\right)^{2}= \\
=\left(\frac{2 \sqrt{3}}{\sqrt{\overline{6}}}\right)^{2}=2 .
\end{gathered}
$$

2. Let us prove the proposed identities by a direct check. $1^{\circ}$ Put $\sqrt[3]{2}=\alpha$, i.e. $\alpha^{3}=2$. It is required to prove that

$$
\left(1-\alpha+\alpha^{2}\right)^{3}=9(\alpha-1)
$$

We have

$$
\begin{aligned}
\left(1-\alpha+\alpha^{2}\right)^{2}=1+\alpha^{2}+\alpha^{4}+2 \alpha^{2}-2 \alpha^{3} & -2 \alpha= \\
& =3\left(\alpha^{2}-1\right)
\end{aligned}
$$

since

$$
\alpha^{3}=2, \alpha^{4}=2 \alpha
$$

Hence

$$
\begin{aligned}
& \left(1-\alpha+\alpha^{2}\right)^{3}=3\left(\alpha^{2}-\alpha+1\right)\left(\alpha^{2}-1\right)= \\
& =3\left(\alpha^{2}-\alpha+1\right)(\alpha+1)(\alpha-1)= \\
& \quad=3\left(\alpha^{3}+1\right)(\alpha-1)=9(\alpha-1)
\end{aligned}
$$

$2^{\circ}$ We have to prove that

$$
(\sqrt[3]{2}+\sqrt[3]{20}-\sqrt[3]{25})^{2}=9(\sqrt[3]{5}-\sqrt[3]{4})
$$

Squaring the left member, we find

$$
\begin{aligned}
& \sqrt[3]{4}+\sqrt[3]{400}+\sqrt[3]{625}+2 \sqrt[3]{40}-2 \sqrt[3]{50}-2 \sqrt[3]{500}= \\
& =\sqrt[3]{4}+2 \sqrt[3]{50}+5 \sqrt[3]{5}+4 \sqrt[3]{5}-2 \sqrt[3]{50}-10 \sqrt[3]{4}= \\
& =9(\sqrt[3]{5}-\sqrt[3]{4})
\end{aligned}
$$

$3^{\circ}$ Proved as in the preceding case.
$4^{\circ}$ We have to prove that

$$
\left(\frac{\sqrt[4]{5}+1}{\sqrt[4]{5}-1}\right)^{4}=\frac{3+2 \sqrt[4]{5}}{3-2 \sqrt[4]{5}} .
$$

Put

$$
\sqrt[4]{\overline{5}}=\alpha
$$

We have

$$
\begin{aligned}
\left(\frac{\sqrt[4]{5}+1}{\sqrt[4]{5}-1}\right)^{4}=\frac{(\alpha+1)^{4}}{(\alpha-1)^{4}}=\frac{1+4 \alpha+6 \alpha^{2}+4 \alpha^{3}+\alpha^{4}}{1-4 \alpha+6 \alpha^{2}-4 \alpha^{3}+\alpha^{4}} & = \\
& =\frac{3+2 \alpha+3 \alpha^{2}+2 \alpha^{3}}{3-2 \alpha+3 \alpha^{2}-2 \alpha^{3}}
\end{aligned}
$$

since $\alpha^{4}=5$.
Further

$$
\left(\frac{\sqrt[4]{5}+1}{\sqrt[4]{5}-1}\right)^{4}=\frac{3+2 \alpha+\alpha^{2}(3+2 \alpha)}{3-2 \alpha+\alpha^{2}(3-2 \alpha)}=\frac{3+2 \alpha}{3-2 \alpha}=\frac{3+2 \sqrt[4]{5}}{3-2 \sqrt[4]{5}}
$$

$5^{\circ}$ It is required to prove that

$$
(1+\sqrt[5]{3}-\sqrt[5]{9})^{3}=5(2-\sqrt[5]{27})
$$

Put

$$
\sqrt[5]{\overline{3}}=\alpha, \text { i.e. } \alpha^{5}=3
$$

We have

$$
\begin{aligned}
\left(1+\alpha-\alpha^{2}\right)^{2}=1+\alpha^{2}+\alpha^{4} & +2 \alpha-2 \alpha^{2}-2 \alpha^{3}= \\
& =1+2 \alpha-\alpha^{2}-2 \alpha^{3}+\alpha^{4}
\end{aligned}
$$

Further

$$
\left(1+\alpha-\alpha^{2}\right)^{3}=1+3 \alpha-5 \alpha^{3}+3 \alpha^{5}-\alpha^{6}
$$

But

$$
\alpha^{6}=3 \alpha, \alpha^{5}=3
$$

Therefore

$$
\left(1+\alpha-\alpha^{2}\right)^{3}=10-5 \alpha^{3}=5(2-\sqrt[5]{27})
$$

$6^{\circ}$ Put $\sqrt[5]{2}=\alpha$ and prove the first equality which can be rewritten in the following form

$$
5\left(1+\alpha+\alpha^{3}\right)^{2}=\left(1+\alpha^{2}\right)^{5}
$$

The right member is equal to
$1+5 \alpha^{2}+10 \alpha^{4}+10 \alpha^{6}+5 \alpha^{8}+\alpha^{10}=$

$$
=5\left(1+\alpha^{2}+2 \alpha^{4}+2 \alpha^{6}+\alpha^{8}\right),
$$

since

$$
\alpha^{10}=4
$$

Further

$$
\alpha^{5}=2, \quad \alpha^{6}=2 \alpha, \quad \alpha^{8}=2 \alpha^{3},
$$

and, consequently,

$$
\left(1+\alpha^{2}\right)^{5}=5\left(1+\alpha^{2}+2 \alpha^{4}+4 \alpha+2 \alpha^{3}\right)
$$

It only remains to prove that

$$
\left(1+\alpha+\alpha^{3}\right)^{2}=1+4 \alpha+\alpha^{2}+2 \alpha^{3}+2 \alpha^{4}
$$

The last equality is readily proved by removing the brackets in the left member and performing simple transformations. To prove the second equality we have to show that

$$
\sqrt[5]{\frac{1}{5}}+\sqrt[5]{\frac{4}{5}}=\left(\sqrt[5]{\frac{16}{125}}+\sqrt[5]{\frac{8}{125}}+\sqrt[5]{\frac{2}{125}}-\sqrt[5]{\frac{1}{125}}\right)^{2}
$$

or

$$
5(1+\sqrt[5]{4})=(\sqrt[5]{16}+\sqrt[5]{8}+\sqrt[5]{2}-1)^{2}
$$

Put

$$
\sqrt[5]{2}=\alpha, \quad \alpha^{5}=2, \quad \alpha^{6}=2 \alpha, \quad \alpha^{7}=2 \alpha^{2}, \quad \alpha^{8}=2 \alpha^{3} .
$$

Then we have to prove that

$$
\left(\alpha^{4}+\alpha^{3}+\alpha-1\right)^{2}=5\left(1+\alpha^{2}\right)
$$

Expanding the left member, we find
$1+\alpha^{2}+\alpha^{6}+\alpha^{8}+2 \alpha^{7}+2 \alpha^{5}-2 \alpha^{4}+2 \alpha^{4}-2 \alpha^{3}-2 \alpha$.
Making use of the equalities enabling us to replace high powers of $\alpha$ by lower ones, we find the required identity.
3. Put

$$
\frac{A}{a}=\frac{B}{b}=\frac{C}{c}=\frac{D}{d}=\lambda .
$$

Then

$$
A=a \lambda, \quad B=b \lambda, \quad C=c \lambda, \quad D=d \lambda .
$$

Consequently

$$
V \overline{A a}+\sqrt{B b}+V \overline{C c}+V \overline{D d}=\sqrt{\bar{\lambda}}(a+b+c+d)
$$

But

$$
A+B+C+D=\lambda(a+b+c+d)
$$

and

$$
\lambda=\frac{A+B+C+D}{a+b+c+d},
$$

i.e.

$$
\sqrt{\lambda}=\frac{\sqrt{A+B+C+D}}{\sqrt{a+b+c+d}}
$$

Replacing $\sqrt{\bar{\lambda}}$ in the equality

$$
V \overline{A a}+V \overline{B b}+V \overline{C c}+\sqrt{D d}=V \bar{\lambda}(a+b+c+d)
$$

by the found value, we obtain the required identity.
4. Put for brevity

$$
\sqrt[3]{a x^{2}+b y^{2}+c z^{2}}=A
$$

We have

$$
A=\sqrt[3]{\frac{a x^{3}}{x}+\frac{b y^{3}}{y}+\frac{c z^{3}}{z}}=\sqrt{a x^{3}\left(\frac{1}{x}+\frac{1}{y}+\frac{1}{z}\right)}=x \sqrt[3]{a},
$$

since

$$
a x^{3}=b y^{3}=c z^{3} \quad \text { and } \quad \frac{1}{x}+\frac{1}{y}+\frac{1}{z}=1 .
$$

Likewise we find

$$
A=y \sqrt[3]{b} \quad \text { and } \quad A=z \sqrt[3]{c}
$$

Hence

$$
\frac{A}{x}=\sqrt[3]{a}, \quad \frac{A}{y}=\sqrt[3]{\bar{b}}, \quad \frac{A}{z}=\sqrt[3]{\bar{c}}
$$

Adding these equalities termwise, we get

$$
A\left(\frac{1}{x}+\frac{1}{y}+\frac{1}{z}\right)=\sqrt[3]{a}+\sqrt[3]{\bar{b}}+\sqrt[3]{c}
$$

Hence, finally,

$$
A=\sqrt[3]{\bar{a}}+\sqrt[3]{b}+\sqrt[3]{c}
$$

5. Put

$$
1+\frac{1}{\sqrt{2}}=\alpha, \quad 1-\frac{1}{\sqrt{2}}=\beta .
$$

Then

$$
a_{n}=\alpha^{n}+\beta^{n}, \quad b_{n}=\alpha^{n}-\beta^{n},
$$

where $\alpha \beta=\frac{1}{2}$.
Prove that

$$
a_{m} a_{n}-\frac{a_{m-n}}{2^{n}}=a_{m_{+} n} .
$$

We have

$$
\begin{aligned}
a_{m} a_{n}-\frac{a_{m-n}}{2^{n}} & =\left(\alpha^{m}+\beta^{m}\right)\left(\alpha^{n}+\beta^{n}\right)-\frac{\alpha^{m-n}+\beta^{m-n}}{2^{n}}= \\
& =\alpha^{m+n}+\beta^{m+n}+\alpha^{n} \beta^{n}\left(\alpha^{m-n}+\beta^{m-n}\right)- \\
& -\frac{\alpha^{m-n}+\beta^{m-n}}{2^{n}} .
\end{aligned}
$$

But

$$
\alpha^{n} \beta^{n}=\frac{1}{2^{n}},
$$

consequently,

$$
a_{m} a_{n}-\frac{a_{m-n}}{2^{n}}=\alpha^{m_{+n}}+\beta^{m+n}=\alpha_{m+n} .
$$

The second relation is proved in the same way.
6. Put

$$
\frac{1+\sqrt{5}}{2}=\alpha, \quad \frac{1-\sqrt{5}}{2}=\beta .
$$

Then

$$
\alpha+\beta=1, \quad \alpha \beta=-1 .
$$

Furthermore

$$
\alpha^{2}-\alpha-1=0, \quad \beta^{2}-\beta-1=0
$$

and

$$
u_{n}=\frac{1}{\sqrt{5}}\left(\alpha^{n}-\beta^{n}\right)
$$

Proof. $1^{\circ}$ We have

$$
\begin{aligned}
u_{n}+u_{n-1} & =\frac{1}{\sqrt{5}}\left(\alpha^{n}-\beta^{n}\right)+\frac{1}{\sqrt{5}}\left(\alpha^{n-1}-\beta^{n-1}\right)= \\
& =\frac{1}{\sqrt{5}}\left\{\left(\alpha^{n}+\alpha^{n-1}\right)-\left(\beta^{n}+\beta^{n-1}\right)\right\} .
\end{aligned}
$$

Multiplying both members of the equality $\alpha^{2}-\alpha-1=0$ by $\alpha^{n-1}$, we get

$$
\alpha+1=\alpha^{2}, \quad \alpha^{n}+\alpha^{n-1}=\alpha^{n+1}
$$

Analogously, it is easy to conclude that

$$
\beta^{n}+\beta^{n-1}=\beta^{n+1}
$$

Therefore

$$
u_{n}+u_{n-1}=\frac{1}{\sqrt{5}}\left(\alpha^{n+1}-\beta^{n+1}\right)=u_{n+1}
$$

## $2^{\circ}$ We have

$$
\begin{aligned}
& u_{k} u_{n-k}+u_{k-1} u_{n-k-1}= \\
& =\frac{1}{5}\left\{\left(\alpha^{k}-\beta^{k}\right)\left(\alpha^{n-k}-\beta^{n-k}\right)+\left(\alpha^{k-1}-\beta^{k-1}\right)\left(\alpha^{n-k-1}-\beta^{n-k-1}\right)\right\}= \\
& =\frac{1}{5}\left\{\alpha^{n}+\beta^{n}-\alpha^{k} \beta^{n-k}-\beta^{k} \alpha^{n-k}+\alpha^{n-2}+\beta^{n-2}-\beta^{k-1} \alpha^{n-k-1}-\right. \\
& \left.-\beta^{n-k-1} \alpha^{k-1}\right\}= \\
& =\frac{1}{5}\left\{\alpha^{n}+\alpha^{n-2}+\beta^{n}+\beta^{n-2}-\beta^{n}\left(\frac{\alpha^{k}}{\beta^{k}}+\frac{\alpha^{k-1}}{\beta^{k+1}}\right)-\right. \\
& \left.-\alpha^{n}\left(\frac{\beta^{k}}{\alpha^{k}}+\frac{\beta^{k-1}}{\alpha^{k+1}}\right)\right\}= \\
& =\frac{1}{5}\left\{\alpha^{n}+\alpha^{n-2}+\beta^{n}+\beta^{n-2}-\beta^{n} \frac{\alpha^{k} \beta+\alpha^{k-1}}{\beta^{k+1}}-\alpha^{n} \frac{\beta^{k} \alpha+\beta^{k-1}}{\alpha^{k+1}}\right\}= \\
& =\frac{1}{5}\left\{\alpha^{n}+\alpha^{n-2}+\beta^{n}+\beta^{n-2}-\beta^{n} \frac{\alpha^{k-1}(\alpha \beta+1)}{\beta^{k+1}}-\alpha^{n} \frac{\beta^{k-1}(\alpha \beta+1)}{\alpha^{k+1}}\right\}= \\
& =\frac{1}{5}\left\{\alpha^{n}+\alpha^{n-2}+\beta^{n}+\beta^{n-2}\right\},
\end{aligned}
$$

since $\alpha \beta+1=0$. Then we perform the following transformations

$$
\begin{aligned}
& \frac{1}{5}\left\{\alpha^{n}+\alpha^{n-2}+\beta^{n}+\beta^{n-2}\right\}=\frac{1}{5}\left\{\alpha^{n-1}\left(\alpha+\frac{1}{\alpha}\right)+\beta^{n-1}\left(\beta+\frac{1}{\beta}\right)\right\}= \\
&=\frac{1}{5}\left\{\alpha^{n-1}(\alpha-\beta)+\beta^{n-1}(\beta-\alpha)\right\}=\frac{\alpha-\beta}{5}\left(\alpha^{n-1}-\beta^{n-1}\right)= \\
&=\frac{1}{\sqrt{5}}\left(\alpha^{n-1}-\beta^{n-1}\right)=u_{n-1} .
\end{aligned}
$$

$3^{\circ}$ Obtained from $2^{\circ}$ by putting $n=2 k$, and then replacing $k$ by $n$.
$4^{\circ}$ We have to show that
$5\left(\alpha^{3 n}-\beta^{3 n}\right)-\left(\alpha^{n}-\beta^{n}\right)^{3}-\left(\alpha^{n+1}-\beta^{n+1}\right)^{3}+\left(\alpha^{n-1}-\beta^{n-1}\right)^{3}=0$.
The left member is transformed in the following way

$$
\begin{aligned}
5\left(\alpha^{3 n}-\beta^{3 n}\right)- & \alpha^{3 n}\left(\alpha^{3}+1-\frac{1}{\alpha^{3}}\right)+3 \alpha^{2 n} \beta^{n}\left(\alpha^{2} \beta+1-\frac{1}{\alpha^{2} \beta}\right)- \\
& -3 \alpha^{n} \beta^{2 n}\left(\alpha \beta^{2}+1-\frac{1}{\alpha \beta^{2}}\right)+\beta^{3 n}\left(\beta^{3}+1-\frac{1}{\beta^{3}}\right) .
\end{aligned}
$$

It is easy to show that $\alpha^{2} \beta+1-\frac{1}{\alpha^{2} \beta}=0, \alpha \beta^{2}+1-\frac{1}{\alpha \beta^{2}}=0$. On the other hand, we can easily make sure that

$$
\begin{aligned}
\alpha^{3}+1-\frac{1}{\alpha^{3}} & =\beta^{3}+1-\frac{1}{\beta^{3}}=\alpha^{3}+\beta^{3}+1= \\
& =(\alpha+\beta)\left(\alpha^{2}-\alpha \beta+\beta^{2}\right)+1=\alpha^{2}-\alpha \beta+\beta^{2}+1=5 .
\end{aligned}
$$

Hence follows the validity of our identity.
$5^{\circ}$ We have to prove that

$$
\begin{aligned}
&\left(\alpha^{n}-\beta^{n}\right)^{4}-\left(\alpha^{n-2}-\beta^{n-2}\right)\left(\alpha^{n-1}-\beta^{n-1}\right)\left(\alpha^{n+1}-\beta^{n+1}\right) \times \\
& \times\left(\alpha^{n+2}-\beta^{n+2}\right)=25 .
\end{aligned}
$$

First prove that

$$
\begin{aligned}
& \left(\alpha^{n-2}-\beta^{n-2}\right)\left(\alpha^{n+2}-\beta^{n+2}\right)-\alpha^{2 n}+\beta^{2 n}-(-1)^{n}\left(\alpha^{4}+\beta^{4}\right), \\
& \left(\alpha^{n-1}-\beta^{n-1}\right)\left(\alpha^{n+1}-\beta^{n+1}\right)=\alpha^{2 n}+\beta^{2 n}+(-1)^{n}\left(\alpha^{2}+\beta^{2}\right) .
\end{aligned}
$$

But

$$
\begin{aligned}
\alpha^{2}+\beta^{2}=(\alpha+\beta)^{2}-2 \alpha \beta=3, & \alpha^{4}+\beta^{4}= \\
= & \left(\alpha^{2}+\beta^{2}\right)^{2}-2 \alpha^{2} \beta^{2}=7 .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\left(\alpha^{n-2}-\beta^{n-2}\right)\left(\alpha^{n-1}-\right. & \left.\beta^{n-1}\right)\left(\alpha^{n+1}-\beta^{n+1}\right)\left(\alpha^{n+2}-\beta^{n+2}\right)= \\
& =\left(\alpha^{2 n}+\beta^{2 n}\right)^{2}-(-1)^{n} 4\left(\alpha^{2 n}+\beta^{2 n}\right)-21 .
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
\left(\alpha^{n}-\beta^{n}\right)^{4}=\alpha^{4 n}-4 \alpha^{3 n} \beta^{n} & +4-4 \alpha^{n} \beta^{3 n}+\beta^{4 n}= \\
& =\alpha^{4 n}+\beta^{4 n}+4-4(-1)^{n}\left(\alpha^{2 n}+\beta^{2 n}\right)
\end{aligned}
$$

Subtracting the last-but-one equality from the last one termwise, we find the required result.
$6^{\circ}$ and $7^{\circ}$ are proved analogously to the previous cases.
7. $1^{\circ} \mathrm{We}$ have

$$
\begin{aligned}
& 2\left[\left(a^{2}+b^{2}\right)^{\frac{1}{2}}-a\right]\left[\left(a^{2}+b^{2}\right)^{\frac{1}{2}}-b\right]= \\
& \quad=2\left(a^{2}+b^{2}\right)-2(a+b)\left(a^{2}+b^{2}\right)^{\frac{1}{2}}+2 a b= \\
& \quad=\left(a^{2}+b^{2}\right)-2(a+b) \sqrt{a^{2}+b^{2}}+(a+b)^{2}+ \\
& \quad+\left(a^{2}+b^{2}\right)+2 a b-(a+b)^{2}
\end{aligned}
$$

(singling out a perfect square).
Consequently

$$
2\left[\left(a^{2}+b^{2}\right)^{\frac{1}{2}}-a\right]\left[\left(a^{2}+b^{2}\right)^{\frac{1}{2}}-b\right]=\left(a+b-\sqrt{a^{2}+b^{2}}\right)^{2} .
$$

Hence follows the first identity.
$2^{\circ}$ Multiplying the braced expressions on the left, we get

$$
\begin{aligned}
& 3\left(a^{3}+b^{3}\right)^{\frac{2}{3}}-3(a+b)\left(a^{3}+b^{3}\right)^{\frac{1}{3}}+3 a b= \\
& \quad=3\left(a^{2}-a b+b^{2}\right)^{\frac{2}{3}}(a+b)^{\frac{2}{3}}-3\left(a^{2}-a b+b^{2}\right)^{\frac{1}{3}}(a+b)^{\frac{4}{3}}+ \\
& \quad+(a+b)^{2}-\left(a^{2}-a b+b^{2}\right)=\left[(a+b)^{\frac{2}{3}}-\left(a^{2}-a b+b^{2}\right)^{\frac{1}{3}}\right]^{3} .
\end{aligned}
$$

The rest is obvious.
8. It is easily seen that $a x=\sqrt{\frac{2 a-b}{b}}$, hence

$$
\begin{aligned}
& \frac{1-a x}{1+a x}=\frac{1-\sqrt{\frac{2 a-b}{b}}}{1+\sqrt{\frac{2 a-b}{b}}}=\frac{\left(1-\sqrt{\frac{2 a-b}{b}}\right)^{2}}{1-\frac{2 a-b}{b}}= \\
& =\frac{b}{2(b-a)}\left(1-2 \sqrt{\frac{2 a-b}{b}}+\frac{2 a-b}{b}\right)=\frac{a-b \sqrt{\frac{2 a-b}{b}}}{b-a} .
\end{aligned}
$$

Analogously, we find

$$
\begin{aligned}
\sqrt{\frac{1+b x}{1-b x}} & =\sqrt{\frac{1+\frac{b}{a} \sqrt{\frac{2 a-b}{b}}}{1-\frac{b}{a} \sqrt{\frac{2 a-b}{b}}}=\frac{1+\frac{b}{a} \sqrt{\frac{2 a-b}{b}}}{\sqrt{1-\frac{b^{2}}{a^{2}} \cdot \frac{2 a-b}{b}}}=} \\
& =\frac{a+b \sqrt{\frac{2 a-b}{b}}}{\sqrt{a^{2}-2 a b+b^{2}}}=\frac{a-b \sqrt{\frac{2 a-b}{b}}}{\sqrt{(b-a)^{2}}}=\frac{a+b \sqrt{\frac{2 a-b}{b}}}{b-a}
\end{aligned}
$$

(since $b-a>0$ ). Multiplying the two obtained expressions, we find

$$
\begin{aligned}
& \frac{a-b \sqrt{\frac{2 a-b}{b}} \cdot \frac{a+b \sqrt{\frac{2 a-b}{b}}}{b-a}=\frac{a^{2}-b^{2} \frac{2 a-b}{b}}{(b-a)^{2}}}{}= \\
&=\frac{a^{2}-2 a b+b^{2}}{(b-a)^{2}}=1
\end{aligned}
$$

9. Factor the expression

$$
n^{3}-3 n-2
$$

We have

$$
\begin{aligned}
& n^{3}-3 n-2=n^{3}-n-2 n-2=n\left(n^{2}-1\right)- \\
& -2(n+1)=(n+1)\left(n^{2}-n-2\right)= \\
& \quad=(n+1)^{2}(n-2)
\end{aligned}
$$

Likewise

$$
n^{3}-3 n+2=(n-1)^{2}(n+2)
$$

Now we may write:

$$
\begin{aligned}
& \frac{n^{3}-3 n-2+\left(n^{2}-1\right) \sqrt{n^{2}-4}}{n^{3}-3 n+2+\left(n^{2}-1\right) \sqrt{n^{2}-4}}= \\
& =\frac{(n+1)^{2}(n-2)+\left(n^{2}-1\right) \sqrt{n^{2}-4}}{(n-1)^{2}(n+2)+\left(n^{2}-1\right) \sqrt{n^{2}-4}}=\frac{(n+1) \sqrt{n-2}}{(n-1) \sqrt{n+2}} \times \\
& \quad \times \frac{(n+1) \sqrt{n-2}+(n-1) \sqrt{n+2}}{(n-1) \sqrt{n+2}+(n+1) \sqrt{n-2}}=\frac{(n+1) \sqrt{n-2}}{(n-1) \sqrt{n+2}} .
\end{aligned}
$$

10. Consider the second one of the fractions contained in the first brackets, namely:

$$
\frac{1-a}{\sqrt{1-a^{2}}-1+a}=\frac{1-a}{\sqrt{1-a^{2}}-(1-a)}=\frac{\sqrt{1-a}}{\sqrt{1+a}-\sqrt{1-a}} .
$$

And so, the transformed expression takes the form

$$
\begin{aligned}
& {\left[\frac{\sqrt{1+a}}{\sqrt{1+a}-\sqrt{1-a}}+\frac{\sqrt{1-a}}{\sqrt{1+a}-\sqrt{1-a}}\right] \cdot \frac{\sqrt{1-a^{2}}-1}{a}=} \\
& \quad=\frac{\sqrt{1+a}+\sqrt{1-a}}{\sqrt{1+a}-\sqrt{1-a}} \cdot \frac{\sqrt{1-a^{2}}-1}{a}= \\
& =\frac{2 a}{(\sqrt{1+a}-\sqrt{1-a})^{2}} \cdot \frac{\left(\sqrt{1-a^{2}}-1\right)}{a}= \\
& \quad=\frac{2\left(\sqrt{1-a^{2}}-1\right)}{\left(1+a+1-a-2 \sqrt{1-a^{2}}\right)}=-1
\end{aligned}
$$

11. From the formula (*) it is easy to get:

$$
\sqrt{A+\sqrt{B}}+\sqrt{A-\sqrt{B}}=2 \sqrt{\frac{A+\sqrt{A^{2}-B}}{2}}
$$

In our case

$$
\begin{aligned}
& A=x, \quad B=4 x-4, \quad A^{2}-B=x^{2}-4 x+4 \\
& \sqrt{A^{2}-B}=\sqrt{(x-2)^{2}}= \begin{cases}x-2 & \text { if } x>2, \\
2-x & \text { if } x<2\end{cases}
\end{aligned}
$$

In the first case we have

$$
\begin{aligned}
& \sqrt{x+2 \sqrt{x-1}}+\sqrt{x-2 \sqrt{x-1}}=2 \sqrt{\frac{x+x-2}{2}}= \\
&=2 \sqrt{x-1}
\end{aligned}
$$

The second case yields

$$
\sqrt{x+2 \sqrt{x-1}}+\sqrt{x-2 \sqrt{x-1}}=2 \sqrt{\frac{x+2-x}{2}}=2
$$

It is easy to see that at $x=2$ the expression under consideration is also equal to 2 .
12. In this case
$A=a+b+c, \quad B=4 a c+4 b c$,

$$
\begin{aligned}
& A^{2}-B=(a+b+c)^{2}-4 \dot{a} c-4 b c= \\
& =a^{2}+b^{2}+c^{2}+2 a b-2 b c-2 a c= \\
& =(a+b-c)^{2} .
\end{aligned}
$$

If

$$
a+b-c>0
$$

then

$$
\sqrt{A^{2}-B}=a+b-c
$$

If

$$
a+b-c<0
$$

then

$$
\sqrt{A^{2}-B}=c-a-b
$$

Hence, we easily obtain that the given expression is equal to $2 \sqrt{a+b}$ if $a+b>c$, and to $2 \sqrt{c}$ if $a+b<c$. At $a+b=c$ these values coincide.
13. Let us denote

$$
\sqrt[3]{-\frac{q}{2}+\sqrt{\frac{q^{2}}{4}+\frac{p^{3}}{27}}}=u, \quad \sqrt[3]{-\frac{q}{2}-\sqrt{\frac{q^{2}}{4}+\frac{p^{3}}{27}}}=v
$$

Then

$$
x=u+v
$$

Consequently

$$
x^{3}=(u+v)^{3}=u^{3}+v^{3}+3 u v(u+v)
$$

But

$$
u^{3}+v^{3}=-q, u v=-\frac{p}{3}
$$

Therefore

$$
x^{3}=-q-p x
$$

or

$$
x^{3}+p x+q=0
$$

which is the required result.
14. We can proceed, for instance, in the following way. Put

$$
\sqrt{x+a}+\sqrt{x+b}=z
$$

Then (multiplying and dividing the left member by $\sqrt{x+a}-$ $-\sqrt{x+b})$ we find.

$$
\frac{a-b}{\sqrt{x+a}-\sqrt{x+b}}=z
$$

or

$$
\sqrt{x+a}-\sqrt{x+b}=\frac{a-b}{z}
$$

Hence

$$
2 \sqrt{x+a}=z+\frac{a-b}{z}, \quad 2 \sqrt{x+b}=z-\frac{a-b}{z}
$$

i.e. both roots are expressed in terms of $z$ without radicals.
15. Put

$$
\frac{a}{a^{\prime}}=\frac{b}{b^{\prime}}=\frac{c}{c^{\prime}}=\frac{1}{\lambda} .
$$

Consequently

$$
a^{\prime}=a \lambda, \quad b^{\prime}=b \lambda, \quad c^{\prime}=c \lambda, \quad \lambda=\frac{a^{\prime}+b^{\prime}+c^{\prime}}{a+b+c} .
$$

Therefore

$$
\begin{aligned}
\sqrt{\bar{a}}+\sqrt{\bar{b}}+\sqrt{\bar{c}}+\sqrt{a^{\prime}}+\sqrt{b^{\prime}} & +\sqrt{c^{\prime}}= \\
& =(1+\sqrt{\bar{\lambda}})(\sqrt{a}+\sqrt{\bar{b}}+\sqrt{c})
\end{aligned}
$$

Our fraction takes the form

$$
\begin{aligned}
& \overline{1}+\sqrt{\bar{\lambda})(\sqrt{u}+\sqrt{\bar{b}}+\sqrt{\bar{c}})}=\frac{(1-\sqrt{\bar{\lambda}})(\sqrt{\bar{a}}+\sqrt{\bar{b}}-\sqrt{\bar{c}})}{(1-\lambda)(a+b-c+2 \sqrt{a \bar{b}})}= \\
& \quad=\frac{(1-\sqrt{\bar{\lambda}})(\sqrt{a}+\sqrt{\bar{b}}-\sqrt{c})(a+b-c-2 \sqrt{a b})}{(1-\lambda)\left(a^{2}+b^{2}+c^{2}-2 a b-2 a c-2 b c\right)}= \\
& \quad=\frac{\left(\sqrt{a+b+c}-\sqrt{a^{\prime}+b^{\prime}+c^{\prime}}\right)(\sqrt{a}+\sqrt{\bar{b}}-\sqrt{c}+)(a+b-c-2 \sqrt{a b}) \sqrt{a+b+c}}{\left(a+b+c-a^{\prime}-b^{\prime}-c^{\prime}\right)\left(a^{2}+b^{2}+c^{2}-2 a b-2 a c-2 b c\right)} .
\end{aligned}
$$

16. Put

$$
\sqrt[3]{2}=p+\sqrt{q}
$$

Hence

$$
2=p^{3}+3 p q+\left(3 p^{2}+q\right) \sqrt{q}
$$

since $q$ is not a perfect square, it must be $3 p^{2}+q=0$, which is impossible.
17. $1^{\circ}$ We have
$\tan \left(\frac{3 \pi}{2}-\alpha\right)=\tan \left(\pi+\frac{\pi}{2}-\alpha\right)=\tan \left(\frac{\pi}{2}-\alpha\right)=\cot \alpha$,
$\cos \left(\frac{3 \pi}{2}-\alpha\right)=\cos \left(\pi+\frac{\pi}{2}-\alpha\right)=-\cos \left(\frac{\pi}{2}-\alpha\right)=$ $=-\sin \alpha\left(2^{\circ}, 4^{\circ}\right)$,
$\cos (2 \pi-\alpha)=\cos (-\alpha)=\cos \alpha$ $\left(1^{\circ}, 3^{\circ}\right)$,
$\cos \left(\alpha-\frac{\pi}{2}\right)=\cos \left(\frac{\pi}{2}-\alpha\right)=\sin \alpha$ $\left(3^{\circ}, 4^{\circ}\right)$,
$\sin (\pi-\alpha)=-\sin (-\alpha)=+\sin \alpha$ $\left(2^{\circ}, 3^{\circ}\right)$,
$\cos (\pi+\alpha)=-\cos \alpha$
$\sin \left(\alpha-\frac{\pi}{2}\right)=-\sin \left(\frac{\pi}{2}-\alpha\right)=-\cos \alpha$
Now we get

$$
\frac{-\cot \alpha \cdot \sin \alpha}{\cos \alpha}+\sin ^{2} \alpha+\cos ^{2} \alpha=-1+\sin ^{2} \alpha+\cos ^{2} \alpha=0 .
$$

$2^{\circ}$ In this case we obtain
$\sin (3 \pi-\alpha)=(-1)^{3} \sin (-\alpha)=-\sin (-\alpha)=\sin \alpha\left(2^{\circ}, 3^{\circ}\right)$,
$\cos (3 \pi+\alpha)=(-1)^{3} \cos \alpha=-\cos \alpha$
$\sin \left(\frac{3 \pi}{2}-\alpha\right)=\sin \left(\pi+\frac{\pi}{2}-\alpha\right)=-\sin \left(\frac{\pi}{2}-\alpha\right)=$

$$
=-\cos \alpha \quad\left(2^{\circ}, 4^{\circ}\right)
$$

$\cos \left(\frac{5 \pi}{2}-\alpha\right)=\cos \left(2 \pi+\frac{\pi}{2}-\alpha\right)=\cos \left(\frac{\pi}{2}-\alpha\right)=\sin \alpha$ $\left(1^{\circ}\right.$ or $\left.2^{\circ}, 4^{\circ}\right)$.
Thus, we have
$(1-\sin \alpha-\cos \alpha)(1+\cos \alpha+\sin \alpha)+\sin 2 \alpha=$
$=[1-(\sin \alpha+\cos \alpha)][1+(\sin \alpha+\cos \alpha)]+\sin 2 \alpha=$
$=1-(\sin \alpha+\cos \alpha)^{2}+\sin 2 \alpha=$
$=1-\sin ^{2} \alpha-\cos ^{2} \alpha-2 \sin \alpha \cos \alpha+\sin 2 \alpha=0$.
$3^{\circ}$ Analogous to the previous ones.
18. Indeed, we have

$$
1-\cos \alpha=2 \sin ^{2} \frac{\alpha}{2}
$$

whence

$$
\sin \frac{\alpha}{2}= \pm \sqrt{\frac{1-\cos \alpha}{2}}
$$

But in our conditions

$$
\frac{\alpha}{2}=k \pi+\frac{\alpha_{0}}{2} \quad\left(0 \leqslant \frac{\alpha_{0}}{2}<\pi\right) .
$$

Then

$$
\sin \frac{\alpha}{2}=\sin \left(k \pi+\frac{\alpha_{0}}{2}\right)=(-1)^{k} \sin \frac{\alpha_{0}}{2},
$$

where

$$
\sin \frac{\alpha_{0}}{2} \geqslant 0
$$

Therefore, indeed

$$
\sin \frac{\alpha}{2}=(-1)^{k} \sqrt{\frac{1-\cos \alpha}{2}}
$$

The second assertion is proved analogously.
19. Let us prove the validity of some of the proposed formulás. Let us, for instance, prove that $A_{16}=0$ if $n \equiv 0$ $(\bmod 2)$. Put $n=2 l$. Then

$$
\begin{aligned}
\frac{1}{2} A_{16} & =\cos \left(\frac{l \pi}{4}+\pi-\frac{3}{32} \pi\right)+\cos \left(\frac{3 l \pi}{4}+\pi-\frac{5}{32} \pi\right)+ \\
& +\cos \left(\frac{5 l \pi}{4}+\frac{5}{32} \pi\right)+\cos \left(\frac{7 l \pi}{4}+\frac{3}{32} \pi\right)= \\
& =-\cos \left(\frac{l \pi}{4}--\frac{3}{32} \pi\right)-\cos \left(l \pi-\frac{l \pi}{4}-\frac{5}{32} \pi\right)+ \\
& +\cos \left(\frac{l \pi}{4}+l \pi+\frac{5}{32} \pi\right)+\cos \left(2 l \pi-\frac{l \pi}{4}+\frac{3}{32} \pi\right)= \\
& --\cos \left(\frac{l \pi}{4}-\frac{3}{32} \pi\right)-(-1)^{l} \cos \left(\frac{l \pi}{4}+\frac{5}{32} \pi\right)+ \\
& +(-1)^{l} \cos \left(\frac{l \pi}{4}+\frac{5}{32} \pi\right)+\cos \left(\frac{l \pi}{4}-\frac{3}{32} \pi\right)=0 .
\end{aligned}
$$

Let us prove, for instance, that $A_{14}=0$ if $n \equiv 1,3,4$ $(\bmod 7)$. We have:

$$
\begin{aligned}
& \frac{1}{2} A_{14}=\cos \left(\frac{1}{7} n \pi-\frac{13}{14} \pi\right)+\cos \left(\frac{3}{7} n \pi-\frac{3}{14} \pi\right)+ \\
& +\cos \left(\frac{5}{7} n \pi-\frac{3}{14} \pi\right) .
\end{aligned}
$$

If we replace here $n$ by a number, which is comparable with it by modulus 7 , then all the cosines will acquire only a common factor equal to $\pm 1$. Indeed, let us assume that $n \equiv \alpha(\bmod 7)$, i.e. $n=\alpha+7 N$, where $N$ is an integer. Therefore

$$
\begin{aligned}
& \cos \left(\frac{k n \pi}{7}-\beta\right)=\cos \left(\frac{k(\alpha+7 N) \pi}{7}-\beta\right)= \\
& =\cos \left(\frac{k \alpha \pi}{7}+k N \pi-\beta\right)=(-1)^{k N} \cos \left(\frac{k \alpha \pi}{7}-\beta\right)= \\
& =(-1)^{N} \cos \left(\frac{k \alpha \pi}{7}-\beta\right),
\end{aligned}
$$

since in our case $k=1,3,5$ and, consequently, is odd; ( $\beta$ is equal either to $\frac{3}{14} \pi$ or to $\frac{13}{14} \pi$ ). Therefore, in order to prove that $A_{14}=0$ at $n \equiv 1,3,4(\bmod 7)$, it is sufficient to prove that it will take place at $n=1,3,4$. The validity of this is readily checked.

First put $n=1$. Then we prove that
$\cos \left(\frac{1}{7} \pi-\frac{13}{14} \pi\right)+\cos \left(\frac{3}{7} \pi-\frac{3}{14} \pi\right)+\cos \left(\frac{5}{7} \pi-\frac{3}{14} \pi\right)=0$.
After transformations we get:

$$
\begin{aligned}
& \cos \frac{11}{14} \pi+\cos \frac{3}{14} \pi+\cos \frac{7}{14} \pi=\cos \left(\pi-\frac{3}{14} \pi\right)+\cos \frac{3}{14} \pi+ \\
& +\cos \frac{\pi}{2}=-\cos \frac{3}{14} \pi+\cos \frac{3}{14} \pi=0 .
\end{aligned}
$$

Let now $n=3$. Then we have to prove that

$$
\begin{gathered}
\cos \left(\frac{3}{7} \pi-\frac{13}{14} \pi\right)+\cos \left(\frac{9}{7} \pi-\frac{3}{14} \pi\right)+\cos \left(\frac{15}{7} \pi-\frac{3}{14} \pi\right)= \\
=\cos \frac{7}{14} \pi+\cos \frac{15}{14} \pi+\cos \frac{27}{14} \pi=\cos \left(\pi+\frac{\pi}{14}\right)+ \\
+\cos \left(2 \pi-\frac{\pi}{14}\right)=-\cos \frac{\pi}{14}+\cos \frac{\pi}{14}=0 .
\end{gathered}
$$

Reasoning in the same way, we make sure that at $n=4$ we also obtain zero.

In conclusion, let us prove that $A_{8}$ never becomes zero, i.e. at no whole values of $n$. We have

$$
\begin{aligned}
\frac{1}{2} A_{8} & =\cos \left(\frac{1}{4} n \pi-\frac{7}{16} \pi\right)+\cos \left(-\frac{1}{4} n \pi+n \pi-\frac{1}{16} \pi\right)= \\
& =\cos \left(\frac{1}{4} n \pi-\frac{7}{16} \pi\right)+(-1)^{n} \cos \left(\frac{1}{4} n \pi+\frac{1}{16} \pi\right) .
\end{aligned}
$$

Consider the following cases:
$1^{\circ}$ Let $n \equiv 0(\bmod 4), n=4 N$. Then

$$
\begin{aligned}
\frac{1}{2} A_{8} & =\cos \left(N \pi-\frac{7}{16} \pi\right)+(-1)^{4 N} \cos \left(N \pi+\frac{1}{16} \pi\right)= \\
& =(-1)^{N} \cos \frac{7}{16} \pi+(-1)^{N} \cos \frac{1}{16} \pi= \\
& =(-1)^{N}\left(\cos \frac{1}{16} \pi+\cos \frac{7}{16} \pi\right) .
\end{aligned}
$$

The bracketed expression is not equal to zero, since it represents a sum of cosines of two acute angles.
$2^{\circ}$ Let $n \equiv 1(\bmod 4)$, i.e. $n=1+4 N$.

$$
\begin{aligned}
\frac{1}{2} A_{8} & =\cos \left(\frac{\pi}{4}+N \pi-\frac{7}{16} \pi\right)+\cos \left(\frac{3 \pi}{4}+3 N \pi-\frac{1}{16} \pi\right)= \\
& =(-1)^{N}\left\{\cos \left(\frac{\pi}{4}-\frac{7}{16} \pi\right)+\cos \left(\frac{3 \pi}{4}-\frac{1}{16} \pi\right)\right\}= \\
& =(-1)^{N}\left\{\cos \frac{3}{16} \pi+\cos \frac{1}{16} \pi\right\} .
\end{aligned}
$$

It is obvious that the braced sum is not equal to zero, and, consequently, in this case $A_{8}$ is also not equal to zero. It only remains to consider the cases: $n \equiv 3(\bmod 4)$ and $n \equiv 2(\bmod 4)$, but we leave them to the reader.
20. It is required to prove that

$$
\sum p(k)=0
$$

if $k=n, n-1, n-2, n-4, n-5, n-6$, and the sign before $p(k)$ is chosen accordingly.

It is evident that

$$
\sum p(k)=A \sum(k+3)^{2}+C \sum(-1)^{k}+D \sum \cos \frac{2 \pi k}{3} .
$$

The first two sums on the right are equal to zero. It remains to prove that

$$
\sum \cos \frac{2 \pi k}{3}=0
$$

If $k$ is a whole number, the following cases are possible: $1^{\circ} k$ is exactly divisible by $3, k=3 l$;
$2^{\circ} k$, when divided by 3 , leaves the remainder $1, k=$ $=3 l+1$;
$3^{\circ} k$, when divided by 3 , leaves the remainder $2, k=$ $=3 l+2$.

In case $1^{\circ}$

$$
\cos \frac{2 \pi k}{3}=1
$$

In cases $2^{\circ}$ and $3^{\circ} \cos \frac{2 \pi k}{3}=\cos \frac{2 \pi}{3}$.
Let us first assume that $n$ is divisible by 3 . Then

$$
\begin{aligned}
& \sum \cos \frac{2 \pi k}{3}=\frac{\cos 2 \pi n}{3}-\cos \frac{2 \pi(n-1)}{3}-\cos \frac{2 \pi(n-2)}{3}+ \\
& +\cos \frac{2 \pi(n-4)}{3}+\cos \frac{2 \pi(n-5)}{3}-\cos \frac{2 \pi(n-6)}{3} .
\end{aligned}
$$

But

$$
2 \equiv-1(\bmod 3)
$$

and

$$
\cos \frac{2 \pi k}{3}=\cos \frac{2 \pi k^{\prime}}{3}
$$

if

$$
k \equiv k^{\prime}(\bmod 3)
$$

Since by the assumption $n \equiv 0(\bmod 3)$, we have $n-1 \equiv-1, n-2 \equiv 1, n-4 \equiv-1$,

$$
n-5 \equiv+1, n-6 \equiv 0
$$

and our sum takes the form

$$
1-\cos \frac{2 \pi}{3}-\cos \frac{2 \pi}{3}+\cos \frac{2 \pi}{3}+\cos \frac{2 \pi}{3}-1=0 .
$$

It remains to prove that our sum is also equal to zero in the cases when $n \equiv \pm 1(\bmod 3)$. The proof is similar to the previous case.

## 21. We have

$\sin 15^{\circ}=\sin \left(45^{\circ}-30^{\circ}\right)=\sin \left(\frac{\pi}{4}-\frac{\pi}{6}\right)=\sin \frac{\pi}{4} \cos \frac{\pi}{6}-$

$$
-\cos \frac{\pi}{4} \sin \frac{\pi}{6}=\frac{\sqrt{2}}{2} \cdot \frac{\sqrt{3}}{2}-\frac{\sqrt{2}}{2} \cdot \frac{1}{2}=\frac{\sqrt{6}-\sqrt{2}}{4} .
$$

Analogously we find $\cos 15^{\circ}$.
We have

$$
\sin 18^{\circ}=\sin \frac{\pi}{10}=\cos \frac{2 \pi}{5}
$$

But

$$
\begin{aligned}
& 2 \sin \frac{\pi}{5} \cos \frac{\pi}{5}=\sin \frac{2 \pi}{5}, \\
& 2 \sin \frac{2 \pi}{5} \cos \frac{2 \pi}{5}=\sin \frac{4 \pi}{5}=\sin \frac{\pi}{5} .
\end{aligned}
$$

Multiplying these equalities termwise, we find

$$
\cos \frac{\pi}{5} \cos \frac{2 \pi}{5}=\frac{1}{4} .
$$

On the other hand

$$
\cos \frac{\pi}{5}-\cos \frac{2 \pi}{5}=2 \sin \frac{3 \pi}{10} \sin \frac{\pi}{10}=2 \cos \frac{\pi}{5} \cos \frac{2 \pi}{5}=\frac{1}{2} .
$$

Thus, if we put

$$
\sin \frac{\pi}{10}=\cos \frac{2 \pi}{5}=x, \quad \cos \frac{\pi}{5}=y
$$

we have

$$
y-x=\frac{1}{2}, \quad x y=\frac{1}{4}
$$

But

$$
(x+y)^{2}=(x-y)^{2}+4 x y=\frac{1}{4}+1=\frac{5}{4} .
$$

Consequently,

$$
x+y=\frac{\sqrt{5}}{2} .
$$

Using this relation and the relation $y-x=\frac{1}{2}$, we get

$$
x=\sin \frac{\pi}{10}=\sin 18^{\circ}=\frac{-1+\sqrt{5}}{4} .
$$

Now $\cos 18^{\circ}$ is readily found.

## 22. Indeed

$\sin 6^{\circ}=\sin \left(60^{\circ}-54^{\circ}\right)=\sin 60^{\circ} \cos 54^{\circ}-\cos 60^{\circ} \sin 54^{\circ}$. But

$$
\begin{aligned}
\sin 54^{\circ}=\cos 36^{\circ} & =1-2 \sin ^{2} 18^{\circ}=1-2 \frac{6-2 \sqrt{5}}{16}=\frac{1+\sqrt{5}}{4} \\
\cos 54^{\circ} & =\sqrt{1-\sin ^{2} 54^{\circ}}=\frac{1}{4} \sqrt{10-2 \sqrt{5}} .
\end{aligned}
$$

To obtain the result we have to substitute these values into the first formula; $\cos 6^{\circ}$ is found in the same way.
23. Bear in mind that
(1) $-\frac{\pi}{2} \leqslant \arcsin x \leqslant+\frac{\pi}{2}, \quad-\frac{\pi}{2}<\arctan x<+\frac{\pi}{2}$,

$$
0 \leqslant \arccos x \leqslant \pi, \quad 0<\operatorname{arccot} x<\pi,
$$

(2) $\sin (\arcsin x)=x, \quad \cos (\arccos x)=x$, $\tan (\arctan x)=x, \cot (\operatorname{arccot} x)=x$.

Let us now prove that

$$
\cos (\arcsin x)=\sqrt{1-x^{2}}
$$

Put

$$
\arcsin x=y
$$

then

$$
\sin y=x
$$

We have got to compute $\cos y$. But it is known that

$$
\cos y=\sqrt{1-\sin ^{2} y}=\sqrt{1-x^{2}}
$$

and the radical is taken with the plus sign, since

$$
-\frac{\pi}{2} \leqslant y \leqslant+\frac{\pi}{2},
$$

and, consequently,

$$
\cos y \geqslant 0
$$

Let us, for example, also prove that

$$
\cos (\arctan x)=\frac{1}{\sqrt{1+x^{2}}}
$$

Put

$$
\arctan x=y, \quad \tan y=x
$$

We have to find $\cos y$. We have

$$
\frac{1}{\cos ^{2} y}=1+\tan ^{2} y=1+x^{2}
$$

Consequently

$$
\cos ^{2} y=\frac{1}{1+x^{2}}
$$

and

$$
\cos y=\cos (\arctan x)=\frac{1}{\sqrt{1+x^{2}}},
$$

where the radical is taken with the plus sign again, since

$$
\cos y \geqslant 0
$$

The rest of the formulas are proved in the same way. 24. By definition,

$$
\begin{gathered}
-\frac{\pi}{2}<\arctan x<+\frac{\pi}{2}, \\
0<\operatorname{arccot} x<\pi .
\end{gathered}
$$

Therefore

$$
-\frac{\pi}{2}<\arctan x+\operatorname{arccot} x<+\frac{3 \pi}{2} .
$$

Let us compute sin $(\arctan x+\operatorname{arccot} x)$. We have $\sin (\arctan x+\operatorname{arccot} x)=$

$$
\begin{aligned}
& =\sin (\arctan x) \cos (\operatorname{arccot} x)+ \\
& +\cos (\arctan x) \sin (\operatorname{arccot} x)= \\
& =\frac{x}{\sqrt{1+x^{2}}} \cdot \frac{x}{\sqrt{1+x^{2}}}+\frac{1}{\sqrt{1+x^{2}}} \cdot \frac{1}{\sqrt{1+x^{2}}}=1
\end{aligned}
$$

However, if the sine of a certain arc is equal to 1 , then this are equals

$$
\frac{\pi}{2}+2 k \pi,
$$

where $k$ is any whole number, i.e., in other words,

$$
\arctan x+\operatorname{arccot} x
$$

can attain one of the following values

$$
\ldots, \frac{-7 \pi}{2}, \frac{-3 \pi}{2}, \frac{\pi}{2}, \frac{5 \pi}{2}, \frac{9 \pi}{2}, \ldots
$$

But only one of them, namely $\frac{\pi}{2}$, is contained in the interval between $-\frac{\pi}{2}$ and $+\frac{3 \pi}{2}$. Therefore it is obligatory that

$$
\arctan x+\operatorname{arccot} x=\frac{\pi}{2} .
$$

Likewise, let us prove that

$$
\arcsin x+\arccos x=\frac{\pi}{2} .
$$

First of all we have

$$
-\frac{\pi}{2} \leqslant \arcsin x+\arccos x \leqslant \frac{3 \pi}{2}
$$

On the other hand, $\sin (\arcsin x+\arccos x)=$

$$
\begin{aligned}
& =\sin (\arcsin x) \cos (\arccos x)+ \\
& +\cos (\arcsin x) \sin (\arccos x)= \\
& \quad=x^{2}+\sqrt{1-x^{2}} \cdot \sqrt{1-x^{2}}=1
\end{aligned}
$$

wherefrom follows that

$$
\arcsin x+\arccos x=\frac{\pi}{2}
$$

25. First of all it is easy to prove that the quantities $\arctan x+\arctan y$
and

$$
\arctan \frac{x+y}{1-x y}
$$

differ from each other only by $\varepsilon \pi$, where $\varepsilon$ is an integer. Indeed,

$$
\tan \left(\arctan \frac{x+y}{1-x y}\right)=\frac{x+y}{1-x y},
$$

$\tan (\arctan x+\arctan y)=$

$$
=\frac{\tan (\arctan x)+\tan (\arctan y)}{1-\tan (\arctan x) \tan (\arctan y)}=\frac{x+y}{1-x y} .
$$

But if two quantities have equal tangents, then they differ from each other by a term divisible by $\pi$.

Therefore, indeed,

$$
\begin{equation*}
\arctan x+\arctan y=\arctan \frac{x+y}{1-x y}+\varepsilon \pi . \tag{*}
\end{equation*}
$$

Let us find out the exact value of $\varepsilon$. Since

$$
-\frac{\pi}{2}<\arctan x<+\frac{\pi}{2}, \quad-\frac{\pi}{2}<\arctan y<+\frac{\pi}{2}
$$

we have

$$
-\pi<\arctan x+\arctan y<+\pi
$$

and, consequently,

$$
\left|\arctan \frac{x+y}{1-x y}+\varepsilon \pi\right|<\pi
$$

And since

$$
-\frac{\pi}{2}<\arctan \frac{x+y}{1-x y}<+\frac{\pi}{2}
$$

then $|\varepsilon|<2$ and, consequently, $\varepsilon$ may attain only one of the following three values

$$
0,+1,-1
$$

To find the value of $\varepsilon$ let us write the following equality

$$
\cos (\arctan x+\arctan y)=\cos \left(\arctan \frac{x+y}{1-x y}+\varepsilon \pi\right)
$$

Hence
$\cos (\arctan x) \cos (\arctan y)-\sin (\arctan x) \sin (\arctan y)=$

$$
=\cos \left(\arctan \frac{x+y}{1-x y}\right) \cos \varepsilon \pi
$$

On the basis of the results of Problem 23 we have

$$
\begin{aligned}
\frac{1}{\sqrt{1+x^{2}}} \cdot \frac{1}{\sqrt{1+y^{2}}}-\frac{x}{\sqrt{1+x^{2}}} \cdot & \frac{y}{\sqrt{1+y^{2}}}= \\
& =\frac{1}{\sqrt{1+\left(\frac{x+y}{1-x y}\right)^{2}}} \cdot \cos \varepsilon \pi .
\end{aligned}
$$

Consequently

$$
\cos \varepsilon \pi=\frac{1-x y}{\sqrt{\left(1+x^{2}\right)\left(1+y^{2}\right)}} \sqrt{1+\left(\frac{x+y}{1-x y}\right)^{2}}
$$

We have

$$
\sqrt{1+\left(\frac{x+y}{1-x y}\right)^{2}}=\sqrt{\frac{\left(1+x^{2}\right)\left(1+y^{2}\right)}{(1-x y)^{2}}}=\frac{\sqrt{\left(1+x^{2}\right)\left(1+y^{2}\right)}}{\sqrt{(1-x y)^{2}}} .
$$

But

$$
\sqrt{(1-x y)^{2}}=1-x y \text { if } 1-x y>0, \text { i.e. if } x y<1,
$$

and

$$
\sqrt{(1-x y)^{2}}=-(1-x y) \text { if } 1-x y<0 \text {, i.e. if } x y>1 .
$$

Therefore, $\cos \varepsilon \pi=1$ if $x y<1$, and $\cos \varepsilon \pi=-1$ if $x y>1$. Since $\varepsilon \pi$ can attain only the values $0, \pi$ and $-\pi$, it follows that if $x y<1$, then $\varepsilon=0$, and if $x y>1$, then $\varepsilon= \pm 1$. What sign is to be taken is decided in the following way: if $x y>1$ and $x>0$, then also $y>0$, then $\arctan x>0$ and $\arctan y>0$, and $\arctan \frac{x+y}{1-x y}<0$.

The left member of the equality ( $*$ ) is a positive quantity, consequently, the right member must also be positive, and therefore $\varepsilon \pi$ must exceed zero, and $\varepsilon=+1$. Quite in the same way we make sure that if $x y>1$ and $x<0, y<0$, then $\varepsilon=-1$.
26. We have
$\begin{aligned} & 4 \arctan \frac{1}{5}=2 \arctan \frac{1}{5}+2 \arctan \frac{1}{5}=2 \arctan \frac{\frac{2}{5}}{1-\frac{1}{25}}= \\ &=2 \arctan \frac{5}{12}=\arctan \frac{5}{12}+\arctan \frac{5}{12}= \\ &=\arctan \frac{\frac{5}{12}+\frac{5}{12}}{1-\frac{25}{144}}=\arctan \frac{120}{119} .\end{aligned}$
Further
$\arctan \frac{120}{119}+\arctan \left(-\frac{1}{239}\right)=$

$$
=\arctan \frac{\frac{120}{119}-\frac{1}{239}}{1+\frac{120}{119} \cdot \frac{1}{239}}=\arctan 1=\frac{\pi}{4} .
$$

27. Using the formula of Problem 25, we easily obtain the result,
28. First of all let us notice, that $\operatorname{since} \arcsin x$ is contained between $-\frac{\pi}{2}$ and $+\frac{\pi}{2}$, and $2 \arctan x$ lies between $-\pi$ and $+\pi$, we have

$$
-\frac{3 \pi}{2} \leqslant 2 \arctan x+\arcsin \frac{2 x}{1+x^{2}} \leqslant+\frac{3 \pi}{2} .
$$

Let us now compute the sine of the required arc, i.e. find what the expression

$$
\sin \left(2 \arctan x+\arcsin \frac{2 x}{1+x^{2}}\right)
$$

is equal to.
We have
$\sin \left(2 \arctan x+\arcsin \frac{2 x}{1+x^{2}}\right)=$

$$
\begin{aligned}
& =\sin (2 \arctan x) \cos \left(\arcsin \frac{2 x}{1+x^{2}}\right)+ \\
& \quad+\cos (2 \arctan x) \sin \left(\arcsin \frac{2 x}{1+x^{2}}\right) .
\end{aligned}
$$

First compute sin $(2 \arctan x)$. Put

$$
\arctan x=y, \tan y=x
$$

Then

$$
\sin (2 \arctan x)=\sin 2 y=\tan 2 y \cdot \cos 2 y
$$

But

$$
\tan 2 y=\frac{2 \tan y}{1-\tan ^{2} y}, \quad \cos 2 y=\frac{1-\tan ^{2} y}{1+\tan ^{2} y} .
$$

Consequently,

$$
\sin (2 \arctan x)=\frac{2 \tan y}{1+\tan ^{2} y}=\frac{2 x}{1+x^{2}} .
$$

Further
$\cos \left(\arcsin \frac{2 x}{1+x^{2}}\right)=\sqrt{1-\left(\frac{2 x}{1+x^{2}}\right)^{2}}=$

$$
=\sqrt{\frac{\left(1-x^{2}\right)^{2}}{\left(1+x^{2}\right)^{2}}}=\frac{x^{2}-1}{1+x^{2}},
$$

since $x>1$.
Further, it is obvious that

$$
\begin{aligned}
\cos (2 \arctan x) & =\frac{1-x^{2}}{1+x^{2}}, \\
\sin \left(\arcsin \frac{2 x}{1+x^{2}}\right) & =\frac{2 x}{1+x^{2}},
\end{aligned}
$$

therefore
$\sin \left(2 \arctan x+\arcsin \frac{2 x}{1+x^{2}}\right)=$

$$
=\frac{2 x}{1+x^{2}} \cdot \frac{x^{2}-1}{1+x^{2}}+\frac{1-x^{2}}{1+x^{2}} \cdot \frac{2 x}{1+x^{2}}=0 .
$$

Thus, the sine of the required arc is equal to zero, consequently, this arc can have one of the infinite number of values:

$$
\ldots,-3 \pi,-2 \pi,-\pi, 0,+\pi, 2 \pi, 3 \pi, 4 \pi, \ldots
$$

But among these values there are only three ( $-\pi, 0$ and $\pi$ ) lying in the required interval between $-\frac{3 \pi}{2}$ and $+\frac{3 \pi}{2}$. On the other hand, $x>1$ and, consequently, $2 \arctan x>0$ and $\arcsin \frac{2 x}{1+x^{2}}>0$, and therefore the required sum

$$
2 \arctan x+\arcsin \frac{2 x}{1+x^{2}}
$$

will also be greater than zero and, consequently, can be equal only to $\pi$.
29. It is evident that

$$
-\pi \leqslant \arctan x+\arctan \frac{1}{x} \leqslant+\pi .
$$

Let us form

$$
\sin \left(\arctan x+\arctan \frac{1}{x}\right)
$$

The required sine turns out to be equal to (see Problem 23) $\sin (\arctan x) \cos \left(\arctan \frac{1}{x}\right)+\cos (\arctan x) \sin \left(\arctan \frac{1}{x}\right)=$

$$
\begin{aligned}
= & \frac{x}{\sqrt{1+x^{2}}} \cdot \frac{1}{\sqrt{1+\frac{1}{x^{2}}}}+\frac{1}{\sqrt{1+x^{2}}} \cdot \frac{\frac{1}{x}}{\sqrt{1+\frac{1}{x^{2}}}}= \\
= & \frac{x}{\sqrt{1+x^{2}}} \cdot \frac{\sqrt{x^{2}}}{\sqrt{1+x^{2}}}+\frac{1}{\sqrt{1+x^{2}}} \cdot \frac{\sqrt{x^{2}}}{x \cdot \sqrt{1+x^{2}}}= \\
& =\frac{x^{2}}{1+x^{2}}+\frac{1}{1+x^{2}}=1
\end{aligned}
$$

if $x>0$ (since in this case $\sqrt{x^{2}}=x$ ). And if $x<0$, then $\sqrt{x^{2}}=-x$ and we have $\sin \left(\arctan x+\arctan \frac{1}{x}\right)=-1$.

Hence follows that

$$
\arctan x+\arctan \frac{1}{x}= \pm \frac{\pi}{2}+2 k \pi
$$

where plus is taken when $x>0$, and minus when $x<0$.
But since, on the other hand, it must be

$$
-\pi \leqslant \arctan x+\arctan \frac{1}{x} \leqslant+\pi,
$$

our problem has been solved.
30. Compute the expression

$$
\sin (\arcsin x+\arcsin y)
$$

We have

$$
\begin{aligned}
& \sin (\arcsin x+\arcsin y)=\sin (\arcsin x) \cos (\arcsin y) \neq \\
& \quad+\cos (\arcsin x) \sin (\arcsin y)=x \sqrt{1-y^{2}}+y \sqrt{1-x^{2}} .
\end{aligned}
$$

Thus, considering the two arcs

$$
\arcsin x+\arcsin y
$$

and

$$
\arcsin \left(x \sqrt{1-y^{2}}+y \sqrt{1-x^{2}}\right)
$$

we may assert that their sines are equal to each other.
However, if

$$
\sin \alpha=\sin \beta, \quad 2 \sin \frac{\alpha-\beta}{2} \cos \frac{\alpha+\beta}{2}=0,
$$

and, consequently, either $\frac{\alpha-\beta}{2}=k \pi$ or $\frac{\alpha+\beta}{2}=\left(2 k^{\prime}+1\right) \frac{\pi}{2}$ ( $k$ and $k^{\prime}$ integers), i.e. either

$$
\alpha=\beta+2 k \pi
$$

or

$$
\alpha=-\beta+\left(2 k^{\prime}+1\right) \pi .
$$

Therefore we may assert that $\arcsin x+\arcsin y=\eta \arcsin \left(x \sqrt{1-y^{2}}+y \sqrt{1-x^{2}}\right)+\varepsilon \pi$,
where $\eta=+1$ if $\varepsilon$ is even, and $\eta=-1$ if $\varepsilon$ is odd. To determine $\varepsilon$ more accurately, let us take cosines of both members. We get
$\cos (\arcsin x+\arcsin y)=$

$$
=\cos \left[\eta \arcsin \left(x \sqrt{1-y^{2}}+y \sqrt{1-x^{2}}\right)+\varepsilon \pi\right] .
$$

Hence

$$
\begin{aligned}
& \sqrt{1-x^{2}} \cdot \sqrt{1-y^{2}}-x y= \\
& \quad=(-1)^{\varepsilon} \cos \left[\arcsin \left(x \sqrt{1-y^{2}}+y \sqrt{1-x^{2}}\right)\right]
\end{aligned}
$$

Further

$$
\begin{aligned}
& \sqrt{1-x^{2}} \cdot \sqrt{1-y^{2}}-x y= \\
& =(-1)^{\varepsilon} \sqrt{1-\left(x \sqrt{1-y^{2}}+y \sqrt{1-x^{2}}\right)^{2}}
\end{aligned}
$$

The radicand on the right can be transformed as

$$
\begin{aligned}
1 & -\left(x \sqrt{1-y^{2}}+y \sqrt{1-x^{2}}\right)^{2}= \\
& =1-x^{2}\left(1-y^{2}\right)-y^{2}\left(1-x^{2}\right)-2 x y \sqrt{1-x^{2}} \cdot \sqrt{1-y^{2}}= \\
& =\left(1-x^{2}\right)\left(1-y^{2}\right)-2 x y \sqrt{1-x^{2}} \cdot \sqrt{1-y^{2}}+x^{2} y^{2}= \\
& =\left(\sqrt{1-x^{2}} \sqrt{1-y^{2}}-x y\right)^{2} .
\end{aligned}
$$

If it turns out that

$$
\sqrt{1-x^{2}} \cdot \sqrt{1-y^{2}}-x y>0
$$

then

$$
\begin{aligned}
& \sqrt{1-\left(x \sqrt{1-y^{2}}+y \sqrt{1-x^{2}}\right)^{2}}= \\
& \quad=\sqrt{\left(\sqrt{1-x^{2}} \cdot \sqrt{1-y^{2}}-x y\right)^{2}}=\sqrt{1-x^{2}} \cdot \sqrt{1-y^{2}}-x y .
\end{aligned}
$$

Therefore, in thic case
i.e. $\varepsilon$ is even.

$$
(-1)^{\varepsilon}=+1
$$

## And if

then

$$
\sqrt{1-x^{2}} \sqrt{1-y^{2}}-x y<0
$$

$$
(-1)^{\varepsilon}=-1,
$$

and, consequently, $\varepsilon$ is odd.

Let us now consider the expression

$$
1-x^{2}-y^{2}
$$

We have

$$
\begin{aligned}
& 1-x^{2}-y^{2}=1-x^{2}-y^{2}+x^{2} y^{2}-x^{2} y^{2}= \\
& \quad=\left(1-x^{2}\right)\left(1-y^{2}\right)-x^{2} y^{2}= \\
& =\left(\sqrt{1-x^{2}} \cdot \sqrt{1-y^{2}}-x y\right)\left(\sqrt{1-x^{2}} \cdot \sqrt{1-y^{2}}+x y\right) .
\end{aligned}
$$

The quantity $1-x^{2}-y^{2}$ can be greater (smaller) than or equal to zero. Let us consider all the three cases.
$1^{\circ}$ Suppose $1-x^{2}-y^{2}>0$, i.e. $x^{2}+y^{2}<1$. If the product of two factors is positive, then these factors are either both positive simultaneously, or both negative simultaneously. And so, we have either

$$
\sqrt{1-x^{2}} \cdot \sqrt{1-y^{2}}-x y>0, \quad \sqrt{1-x^{2}} \sqrt{1-y^{2}}+x y>0
$$

or

$$
\sqrt{1-x^{2}} \sqrt{1-y^{2}}-x y<0, \quad \sqrt{1-x^{2}} \sqrt{1-y^{2}}+x y<0 .
$$

But the second case is impossible, since, adding the last two inequalities, we get

$$
\sqrt{1-x^{2}} \sqrt{1-y^{2}}<0
$$

which is impossible. If, however, the first two inequalities exist, then

$$
\sqrt{1-x^{2}} \sqrt{1-y^{2}}-x y>0
$$

Consequently, in this case $\varepsilon$ is even.
Thus, if $x^{2}+y^{2}<1$, then in our formula $\varepsilon$ is even.
$2^{\circ}$ Let now $1-x^{2}-y^{2}<0$ and, consequently, either

$$
\sqrt{1-x^{2}} \sqrt{1-y^{2}}-x y>0, \quad \sqrt{1-x^{2}} \sqrt{1-y^{2}}+x y<0
$$

or
$\sqrt{1-x^{2}} \sqrt{1-y^{2}}-x y<0, \quad \sqrt{1-x^{2}} \sqrt{1-y^{2}}+x y>0$.
But from the first two inequalities we easily obtain $x y<0$ If this inequality is fulfilled, then it will obligatory be

$$
\sqrt{1-x^{2}} \sqrt{1-y^{2}}-x y>0,
$$

and, consequently, $\varepsilon$ is even,

From the second pair of inequalities we get $x y>0$, and $\varepsilon$ is odd.
$3^{\circ}$ Finally, suppose $1-x^{2}-y^{2}=0$. Then again two cases are possible: either $x y \leqslant 0$ or $x y>0$.

In the first case $\sqrt{1-x^{2}} \cdot \sqrt{1-y^{2}}-x y>0$, and, hence, $\varepsilon$ is even. Likewise, the second case gives an even $\varepsilon(\varepsilon=0)$, since there exists the following relation:

$$
\arcsin x+\arcsin \sqrt{1-x^{2}}=\frac{\pi}{2}(x>0) .
$$

Thus, we can judge whether $\varepsilon$ is even or odd. Now let us consider the value of $\varepsilon$. We have

$$
|\arcsin x+\arcsin y|<\pi
$$

Consequently

$$
\left|\eta \arcsin \left(x \sqrt{1-y^{2}}+y \sqrt{1-x^{2}}\right)+\varepsilon \pi\right|<\pi
$$

Hence

$$
|\varepsilon|<2 .
$$

And so, $\varepsilon$ may attain only three values: $0,+1,-1$. Comparing the results obtained, we may now assert that

$$
\text { if } x^{2}+y^{2} \leqslant 1 \text { or if } x y<0 \text {, then } \varepsilon=0, \eta=+1
$$

and if $x^{2}+y^{2}>1$ or if $x y>0$, then $\varepsilon= \pm 1, \eta=-1$. To find out when $\varepsilon=+1$ and when $\varepsilon=-1$, let us notice that at $x>0, y>0 \arcsin x+\arcsin y>0$ and, consequently,

$$
-\arcsin \left(x \sqrt{1-y^{2}}+y \sqrt{1-x^{2}}\right)+\varepsilon \pi>0
$$

and therefore in this case $\varepsilon=+1$. If, however, $x<0$, $y<0$, then it is obvious that $\varepsilon=-1$.
31. We have (see Problem 24)

$$
\begin{aligned}
\arccos x+\arccos & \left(\frac{x}{2}+\frac{1}{2} \sqrt{3-3 x^{2}}\right)= \\
& =\pi-\arcsin x-\arcsin \left(\frac{x}{2}+\frac{1}{2} \sqrt{3-3 x^{2}}\right)
\end{aligned}
$$

on the other hand (Problem 30),

$$
\arcsin x+\arcsin \left(\frac{x}{2}+\frac{1}{2} \sqrt{3-3 x^{2}}\right)=\eta \arcsin \xi+\varepsilon \pi,
$$

where

$$
\begin{aligned}
\xi=x \sqrt{1-\left(\frac{x}{2}+\frac{\sqrt{3}}{-2} \sqrt{1-x^{2}}\right)^{2}} & + \\
& +\left(\frac{x}{2}+\frac{\sqrt{3}}{2} \sqrt{1-x^{2}}\right) \sqrt{1-x^{2}}
\end{aligned}
$$

But

$$
1-\left(\frac{x}{2}+\frac{\sqrt{3}}{2} \sqrt{1-x^{2}}\right)^{2}=\frac{1}{4}\left(\sqrt{1-x^{2}}-\sqrt{3} x\right)^{2}
$$

and since $x \geqslant \frac{1}{2}$, we have $4 x^{2} \geqslant \mathrm{f}: 3 x^{2} \geqslant 1-x^{2}$ and $\sqrt{3} x \geqslant \sqrt{1-x^{2}}$.
Therefore

$$
\begin{aligned}
& \sqrt{1-\left(\frac{x}{2}+\frac{\sqrt{3}}{2} \sqrt{1-x^{2}}\right)^{2}}=\frac{1}{2} \sqrt{\left(\sqrt{1-x^{2}}-\sqrt{3} x\right)^{2}}= \\
& =\frac{1}{2}\left(\sqrt{3} x-\sqrt{1-x^{2}}\right)
\end{aligned}
$$

and $\xi=\frac{\sqrt{ } \overline{3}}{2}$.
Consequently

$$
\arcsin \xi=\frac{\pi}{3} .
$$

The only thing which is left is to find $\eta$ and $\varepsilon$ (see Problem 30).

Let us prove that

$$
x^{2}+\left(\frac{x}{2}+\frac{\sqrt{3}}{2} \sqrt{1-x^{2}}\right)^{2}>1
$$

We have

$$
\begin{aligned}
x^{2}+\frac{x^{2}}{4}+\frac{3}{4}\left(1-x^{2}\right)+\frac{1}{2} \sqrt{3} & x \sqrt{1-x^{2}} \geqslant \\
& \geqslant \frac{3}{4}+\frac{1}{2} x^{2}+\frac{1}{2}\left(1-x^{2}\right)=\frac{5}{4}
\end{aligned}
$$

Consequently,

$$
\eta=-1, \varepsilon=+1
$$

Therefore,
$\arccos x+\arccos \left(\frac{x}{2}+\frac{1}{2} \sqrt{3-3 x^{2}}\right)=\pi-\left(-\frac{\pi}{3}+\pi\right)=\frac{\pi}{3}$.
32. We have $\tan A=\frac{1}{7}, \tan B=\frac{1}{3}$. Let us compute $\cos 2 A$. Since

$$
1+\tan ^{2} A=\frac{1}{\cos ^{2} A}
$$

we have

$$
\frac{1}{\cos ^{2} A}=1+\frac{1}{49}=\frac{50}{49} \text { and } \cos ^{2} A=\frac{49}{50} .
$$

But

$$
\cos 2 A=2 \cos ^{2} A-1=\frac{98}{50}-1=\frac{24}{25} .
$$

Further

$$
\sin 4 B=2 \sin 2 B \cos 2 B
$$

But

$$
\cos 2 B=2 \cos ^{2} B-1 \left\lvert\,=\frac{2}{1+\tan ^{2} B}-1=\frac{4}{5}\right.,
$$

$\sin 2 B=2 \sin B \cos B=2 \tan B \cos ^{2} B=\frac{2 \tan B}{1+\tan ^{2} B}=\frac{3}{5}$.
Consequently,

$$
\sin 4 B=2 \cdot \frac{4}{5} \cdot \frac{3}{5}=\frac{24}{25} \quad \text { and } \quad \sin 4 B=\cos 2 A
$$

33. By hypothesis we have

$$
(a+b)^{2}=9 a b \text { or }\left(\frac{a+b}{3}\right)^{2}=a b
$$

The rest is obvious.
34. Put

$$
\log _{a} n=x, \quad \log _{m a} n=y
$$

Then

$$
a^{x}=n, \quad m^{y} a^{y}=n .
$$

Hence

$$
a^{x}=m^{y} \cdot a^{y}, \quad a^{\frac{x}{y}}=m a .
$$

Taking logarithms of this last equality to the base $a$, we get the required result.
35. Put

$$
\frac{x(y+z-x)}{\log x}=\frac{y(z+x-y)}{\log y}=\frac{z(x+y-z)}{\log z}=\frac{1}{t} .
$$

Then
$\log x=t x(y+z-x), \log y=t y(z+x-y)$, $\log z=t z(x+y-z)$.
Hence
$y \log x+x \log y=2 t x y z, y \log z+z \log y=2 t x y z$, $z \log x+x \log z=2 t x y z$.
Consequently
$y \log x+x \log y=y \log z+z \log y=z \log x+x \log z$, $\log x^{y} y^{x}=\log z^{y} y^{z}=\log x^{z} z^{x}$.
Finally

$$
x^{y} y^{x}=z^{y} y^{z}=x^{z} z^{x} .
$$

36. $1^{\circ}$ Put $\log _{b} a=x$. Then

$$
b^{x}=a .
$$

Taking logarithms of this equality to the base $a$, we get

$$
x \log _{a} b=1
$$

But $x=\log _{b} a$. Consequently, indeed, $\log _{b} a \log _{a} b=1$.
$2^{\circ}$ We have

$$
a^{\log _{a} b}=b
$$

Therefore

$$
\begin{gathered}
a^{\frac{\log _{b}\left(\log _{b} a\right)}{\log _{b} a}}=\left(a^{\left.\frac{1}{\log _{b} a}\right)^{\log _{b}\left(\log _{b} a\right)}=\left(a^{\log _{a} b}\right)^{\log _{b}\left(\log _{b} a\right)}=}\right. \\
=b^{\log _{b}\left(\log _{b} a\right)}=\log _{b} a .
\end{gathered}
$$

37. From the given relations it follows that

$$
y^{1-\log x}=10, \quad z^{1-\log y}=10
$$

Taking logarithms of these equalities to the base 10 , we get

$$
(1-\log x) \log y=1, \quad(1-\log y) \log z=1
$$

whence

$$
\log x=1-\frac{1}{\log y}=1-\frac{1}{1-\frac{1}{\log z}}=\frac{1}{1-\log z}
$$

and, consequently,

$$
x=10^{\frac{1}{1-\log z}} .
$$

38. The original equality yields

$$
a^{2}=(c-b)(c+b)
$$

Hence

$$
\begin{aligned}
2 \log _{c+b} a= & \log _{c+b}(c-b) \\
& +1 \\
& 2 \log _{c-b} a=\log _{c-b}(c+b)+1 .
\end{aligned}
$$

Multiplying these equalities, we find
$4 \log _{c+b} a \cdot \log _{c-b} a=\log _{c+b}(c-b)+\log _{c-b}(c+b)+$

$$
+1+\log _{c+b}(c-b) \log _{c-b}(c+b)
$$

However,

$$
\log _{c-b}(c+b) \log _{c+b}(c-b)=1
$$

Therefore
$4 \log _{c+b} a \log _{c-b} a=2 \log _{c+b} a-1+2 \log _{c-b} a-1+2$.
Finally

$$
\log _{c+b} a+\log _{c-b} a=2 \log _{c+b} a \log _{c-b} a .
$$

39. Put

$$
\log _{a} N=x, \quad \log _{c} N=y, \quad \log _{\sqrt{\bar{a}}} N=z
$$

The last equality yields

$$
(a c)^{\frac{z}{2}}=N
$$

Hence

$$
\log _{a} N=\frac{z}{2}\left(1+\log _{a} c\right), \quad \log _{c} N=\frac{z}{2}\left(1+\log _{c} a\right) .
$$

Therefore

$$
\frac{2 x}{z}-1=\log _{a} c, \quad \frac{2 y}{z}-1=\log _{c} a .
$$

Consequently

$$
\left(\frac{2 x}{z}-1\right)\left(\frac{2 y}{z}-1\right)=1
$$

or

$$
\frac{x}{y}=\frac{x-z}{z-y} .
$$

40. We have
$\log _{a_{1} a_{2} \ldots a_{n}} x=\frac{1}{\log _{x} a_{1} a_{2} \ldots a_{n}}=\frac{1}{\log _{x} a_{1}+\log _{x} a_{2}+\ldots+\log _{x} a_{n}}=$

$$
=\frac{1}{\frac{1}{\log _{a_{1}} x}+\frac{1}{\log _{a_{2}} x}+\cdots+\frac{1}{\log _{a_{n}} x}} .
$$

41. Let

$$
a_{n}=a q^{n}, \quad b_{n}=b+n d
$$

Then
$\log a_{n}=\log a+n \log q, \log a_{n}-b_{n}=$

$$
=\log a+n \log q-b-n d=\log a-b
$$

Hence

$$
n \log q-n d=0, \quad \log _{\beta} q=d, \quad \beta^{d}=q .
$$

And so

$$
\beta=q^{\frac{1}{d}} .
$$

## SOLUTIONS TO SECTION 4

1. We have

$$
\left(\frac{x-a b}{a+b}-c\right)+\left(\frac{x-a c}{a+c}-b\right)+\left(\frac{x-b c}{b+c}-a\right)=0 .
$$

Hence

$$
\frac{x-a b-a c-b c}{a+b}+\frac{x-a c-a b-b c}{a+c}+\frac{x-b c-a b-a c}{b+c}=0
$$

or

$$
(x-a b-a c-b c)\left(\frac{1}{a+b}+\frac{1}{a+c}+\frac{1}{b+c}\right)=0 .
$$

Assuming that

$$
\frac{1}{a+b}+\frac{1}{a+c}+\frac{1}{b+c}
$$

is not equal to zero, we obtain

$$
x=a b+a c+b c
$$

If, however,

$$
\frac{1}{a+b}+\frac{1}{a+c}+\frac{1}{b+c}=0
$$

then the given equation turns into an identity which holds true for any value of $x$.
2. Rewrite the equation as follows

$$
\left(\frac{x-a}{b c}-\frac{1}{b}-\frac{1}{c}\right)+\left(\frac{x-b}{a c}-\frac{1}{a}-\frac{1}{c}\right)+\left(\frac{x-c}{a b}-\frac{1}{a}-\frac{1}{b}\right)=0
$$

We have

$$
\frac{x-a-b-c}{b c}+\frac{x-b-a-c}{a c}+\frac{x-c-a-b}{a b}=0 .
$$

Hence

$$
(x-a-b-c)\left(\frac{1}{b c}+\frac{1}{a c}+\frac{1}{a b}\right)=0
$$

and, consequently,

$$
x=a+b+c .
$$

It is assumed, of course, that none of the quantities $a, b$ and $c$, as also $\frac{1}{b c}+\frac{1}{a c}+\frac{1}{a b}$ is equal to zero.
3. If we put in our equation
$6 x+2 a=A, 3 b+c=B, 2 x+6 a=C, b+3 c=D$, then it is rewritten in the following way

$$
\frac{A+B}{A-B}=\frac{C+D}{C-D}
$$

Adding unity to both members of the equation, we find

$$
\frac{2 A}{A-B}=\frac{2 C}{C-D} .
$$

Likewise, subtracting unity, we get

$$
\frac{2 B}{A-B}=\frac{2 D}{C-D} .
$$

Dividing the last equalities termwise, we have

$$
\frac{A}{B}=\frac{C}{D},
$$

i.e.

$$
\frac{6 x+2 a}{3 b+c}=\frac{2 x+6 a}{b+3 c} .
$$

Hence

$$
\left(\frac{6}{3 b+c}-\frac{2}{b+3 c}\right) x=\left(\frac{6}{b+3 c}-\frac{2}{3 b+c}\right) a .
$$

Finally

$$
x=\frac{a b}{c} .
$$

4. Add 3 to both members of the equation and rewrite it in the following way

$$
\begin{aligned}
&\left(\frac{a+b-x}{c}+1\right)+\left(\frac{a+c-x}{b}+1\right)+\left(\frac{b+c-x}{a}\right.+1)= \\
&=4-\frac{4 x}{a+b+c}
\end{aligned}
$$

Hence

$$
(a+b+c-x)\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}\right)=4 \frac{a+b+c-x}{a+b+c} .
$$

Consequently

$$
(a+b+c-x)\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}-\frac{4}{a+b+c}\right)=0
$$

and, finally,

$$
x=a+b+c
$$

5. Taking $\sqrt[p]{b+x}$ outside the brackets in the left member, we get

$$
\sqrt[p]{b+x} \frac{b+x}{b x}=\frac{c}{a} \sqrt[p]{\bar{x}}
$$

Consequently,

$$
\frac{(b+x)^{1+\frac{1}{p}}}{x^{1+\frac{1}{p}}}=\frac{b c}{a} .
$$

Hence

$$
\left(\frac{b+x}{x}\right)^{\frac{p+1}{p}}=\frac{b c}{a}, \quad \frac{b+x}{x}=\left(\frac{b c}{a}\right)^{\frac{p}{p+1}}
$$

Further

$$
\frac{b}{x}=\left(\frac{b c}{a}\right)^{\frac{p}{p+1}}-1, \quad x=\frac{b}{\left(\frac{b c}{a}\right)^{\frac{p}{p+1}}-1} .
$$

6. $1^{\circ}$ Squaring both members of the given equation, we find

$$
x+1+x-1+2 \sqrt{x^{2}-1}=1
$$

Consequently,

$$
\begin{gathered}
2 \sqrt{x^{2}-1}=1-2 x \\
4 x^{2}-4=1+4 x^{2}-4 x \\
x=\frac{5}{4}
\end{gathered}
$$

Since squaring leads, generally speaking, to an equation not equivalent to the given one, or rather to such an equation which in addition to the roots of the given equation may have other roots different from them (so-called extraneous roots), it is necessary to check, by substitution, whether $\frac{5}{4}$ is really the root of the original equation. The check shows that $\frac{5}{4}$ does not satisfy the original equation (here, as before, we consider only principal values of the roots).
$2^{\circ}$ Carrying out all necessary transformations similar to the previous ones, we find that $x=\frac{5}{4}$ is the root of our equation.
7. Cube both members of the given equation, taking the formula for the cube of a sum in the following form

$$
(A+B)^{3}=A^{3}+B^{3}+3 A B(A+B)
$$

We have
$a+\sqrt{\bar{x}}+a-V^{\prime} \bar{x}+3 \sqrt[3]{a^{2}-x}(\sqrt[3]{a+V \bar{x}}+\sqrt[3]{a-\sqrt{x}})=b$.
Since

$$
\sqrt[3]{a+V \bar{x}}+\sqrt[3]{a-\sqrt{x}}=\sqrt[3]{\bar{b}}
$$

we have

$$
2 a+3 \sqrt[3]{a^{2}-x} \cdot \sqrt[3]{b}=b, \quad x=a^{2}-\frac{(b-2 a)^{3}}{27 b}
$$

We assume that $a$ and $b$ are such that

$$
a^{2}-\frac{(b-2 a)^{3}}{27 b} \geqslant 0 .
$$

Since the equality of cubes of two real numbers also means the equality of the numbers themselves, the found value of $x$ satisfies the original equation as well.
8. Squaring both members of the equation, we find

Hence

$$
-\sqrt{x^{4}-x^{2}}=x^{2}-2 x
$$

$$
\begin{gathered}
x^{4}-x^{2}-x^{2}(x-2)^{2}=0 \\
x^{2}\left[x^{2}-1-x^{2}-4+4 x\right]=x^{2}(4 x-5)=0
\end{gathered}
$$

Thus, the last equation has two roots $x=0$ and $x=\frac{5}{4}$. Substituting them into the original equation, we see that the unique root of this equation is

$$
x=\frac{5}{4} .
$$

9. Getting rid of the denominator, we obtain

$$
(\sqrt{a}+V \overline{x-b}) \sqrt{b}=\sqrt{\bar{a}}(\sqrt{b}+V \overline{x-a})
$$

or
$\sqrt{b(x-b)}=\sqrt{a(x-a)}, \quad b(x-b)=a(x-a), \quad x=a+b$.
As is easily seen, this value of $x$ is also the root of the original equation.
10. Multiplying both the numerator and denominator by $\sqrt{a+x}+\sqrt{a-x}$, we get

$$
(\sqrt{a+x}+\sqrt{a-x})^{2}=2 x \sqrt{b}
$$

Hence

$$
\sqrt{a^{2}-x^{2}}=x \sqrt{b}-a
$$

Squaring both members of this equality, we find two roots

$$
x=0, \quad x=\frac{2 a \sqrt{b}}{1+b} .
$$

However, the first of these values is not the root of the original equation, the second one will be its root if

$$
b \geqslant 1
$$

Indeed, we have

$$
\begin{aligned}
& \sqrt{a+x}=\sqrt{a+\frac{2 a \sqrt{b}}{1+b}}=\sqrt{\bar{a}} \sqrt{\frac{(1+\sqrt{b})^{2}}{1+b}}=\sqrt{a} \frac{1+\sqrt{b}}{\sqrt{1+b}} \\
& \begin{aligned}
\sqrt{a-x}=\sqrt{a-\frac{2 a \sqrt{b}}{1+b}} & =\sqrt{\bar{a}} \sqrt{\frac{(\sqrt{\bar{b}}-1)^{2}}{1+b}}= \\
& =\sqrt{\bar{a}} \frac{\sqrt{\bar{b}}-1}{\sqrt{\overline{1+b}}} \quad(\text { if } \sqrt{b}-1 \geqslant 0)
\end{aligned} .
\end{aligned}
$$

Substituting the obtained values for $\sqrt{a+x}$ and $\sqrt{a-x}$ into the original equation, we make sure that our assertion is true.
11. Adding all the given equations, we have

$$
x+y+z+v=\frac{a+b+c+d}{3} .
$$

Consequently

$$
\begin{aligned}
v=(x+y+z+v)-(x+y+z)==\frac{a+b+c+d}{3} & -a= \\
& =\frac{b+c+d-2 a}{3} .
\end{aligned}
$$

Likewise, we obtain

$$
z=\frac{a+c+d-2 b}{3}, \quad y=\frac{a+b+d-2 c}{3}, \quad x=\frac{a+b+c-2 d}{3} .
$$

12. Adding all the four equations, we get

$$
\begin{gathered}
4 x_{1}=2 a_{1}+2 a_{2}+2 a_{3}+2 a_{4}, \\
x_{1}=\frac{a_{1}+a_{2}+a_{3}+a_{4}}{2} .
\end{gathered}
$$

Multiplying the last two equations by -1 , and then adding all the four equations, we find

$$
x_{2}=\frac{a_{1}+a_{2}-a_{3}-a_{4}}{2} .
$$

Similarly, we get

$$
x_{3}=\frac{a_{1}-a_{2}+a_{3}-a_{4}}{2}, \quad x_{4}=\frac{a_{1}-a_{2}-a_{3}+a_{4}}{2} .
$$

13. Put $x+y+z+v=s$. Then the system is rewritten as follows

$$
\begin{aligned}
& a x+m(s-x)=k \\
& b y+m(s-y)=l \\
& c z+m(s-z)=p \\
& d v+m(s-v)=q
\end{aligned}
$$

so that

$$
\begin{aligned}
m s+x(a-m) & =k, m s+y(b-m)=l \\
m s & +z(c-m)=p, m s+v(d-m)=q
\end{aligned}
$$

Hence

$$
\begin{gather*}
x=\frac{k}{a-m}-\frac{m}{a-m} s, \quad y=\frac{l}{b-m}-\frac{m}{b-m} s, \quad z=\frac{p}{c-m}-\frac{m}{c-m} s, \\
v=\frac{q}{d-m}-\frac{m}{d-m} s . \tag{*}
\end{gather*}
$$

Adding these equalities termwise, we find

$$
\begin{aligned}
s=\frac{k}{a-m}+\frac{l}{b-m}+ & \frac{p}{c-m}+\frac{q}{d-m}- \\
& -m s\left(\frac{1}{a-m}+\frac{1}{b-m}+\frac{1}{c-m}+\frac{1}{d-m}\right) .
\end{aligned}
$$

Consequently

$$
\begin{aligned}
s\left[1+m\left(\frac{1}{a-m}+\frac{1}{b-m}+\right.\right. & \left.\left.\frac{1}{c-m}+\frac{1}{d-m}\right)\right]= \\
& =\frac{k}{a-m}+\frac{l}{b-m}+\frac{p}{c-m}+\frac{q}{d-m} .
\end{aligned}
$$

Wherefrom we find $s$, and then from the equalities (*) we obtain the required values of the unknowns $x, y, z$ and $v$. 14. Put

$$
\frac{x_{1}-a_{1}}{m_{1}}=\frac{x_{2}-a_{2}}{m_{2}}=\ldots=\frac{x_{p}-a_{p}}{m_{p}}=\lambda .
$$

Hence

$$
\begin{aligned}
& x_{1}=a_{1}+m_{1} \lambda \\
& x_{2}=a_{2}+m_{2} \lambda \\
& \cdot \cdot \cdot \cdot \cdot \cdot \cdot \\
& x_{p}=a_{p}+m_{p} \lambda
\end{aligned}
$$

Substituting these into the last one of the given equations, we get

$$
\begin{aligned}
& x_{1}+x_{2}+\ldots+x_{p}=a= \\
& \quad=\left(a_{1}+a_{2}+\ldots+a_{p}\right)+\lambda\left(m_{1}+m_{2}+\ldots+m_{p}\right) .
\end{aligned}
$$

Consequently,

$$
\lambda=\frac{a-a_{1}-a_{2}-\ldots-a_{p}}{m_{1}+m_{2}+\ldots+m_{p}},
$$

and then we readily get the values of

$$
x_{1}, x_{2}, \ldots, x_{p}
$$

15. If we put

$$
\frac{1}{x}=x^{\prime}, \quad \frac{1}{y}=y^{\prime}, \quad \frac{1}{z}=z^{\prime}, \quad \frac{1}{v}=v^{\prime},
$$

then the solution of this system is reduced to that of Problem 11. Using the result of Problem 11, we easily obtain

$$
\begin{array}{ll}
x=\frac{3}{a+b+c-2 d}, & y=\frac{2}{a+b+d-2 c}, \\
z=\frac{3}{a+c+d-2 b}, & v=\frac{3}{b+c+d-2 a} .
\end{array}
$$

16. Dividing the first equation by $a b$, the second by $a c$ and the third by $b c$ (assuming $a b c \neq 0$ ), we get

$$
\frac{y}{b}+\frac{x}{a}=\frac{c}{a b}, \quad \frac{x}{a}+\frac{z}{c}=\frac{b}{a c}, \quad \frac{z}{c}+\frac{y}{b}=\frac{a}{b c} .
$$

Adding all these equations termwise, we find

$$
\frac{x}{a}+\frac{y}{b}+\frac{z}{c}=\frac{1}{2}\left(\frac{c}{a b}+\frac{b}{a c}+\frac{a}{b c}\right) .
$$

Hence
$\frac{z}{c}=\left(\frac{x}{a}+\frac{y}{b}+\frac{z}{c}\right)-\left(\frac{x}{a}+\frac{y}{b}\right)=\frac{1}{2}\left(\frac{c}{a b}+\frac{b}{a c}+\frac{a}{b c}\right)-\frac{c}{a b}$.
Consequently, $\frac{z}{c}=\frac{a^{2}+b^{2}-c^{2}}{2 a b c}$, i.e. $z=\frac{a^{2}+b^{2}-c^{2}}{2 a b}$ and then analogously

$$
y=\frac{a^{2}+c^{2}-b^{2}}{2 a c}, \quad x=\frac{b^{2}+c^{2}-a^{2}}{2 b c} .
$$

17. First of all we have an obvious solution $x=y=$ $=z=0$. Let us now look for nonzero solutions, i.e. for
such in which $x, y, z$ are not equal to zero. Dividing the first of the given equations by $y z$, the second by $z x$ and the third by $x y$, we obtain

$$
\frac{c}{z}+\frac{b}{y}=2 d, \quad \frac{a}{x}+\frac{c}{z}=2 d^{\prime}, \quad \frac{b}{y}+\frac{a}{x}=2 d^{\prime \prime} .
$$

Hence

$$
\frac{a}{x}+\frac{b}{y}+\frac{c}{z}=d+d^{\prime}+d^{\prime \prime}
$$

Therefore

$$
\frac{a}{x}=d^{\prime}+d^{\prime \prime}-d, \quad \frac{b}{y}=d+d^{\prime \prime}-d^{\prime}, \quad \frac{c}{z}=d+d^{\prime}-d^{\prime \prime}
$$

Finally

$$
x=\frac{a}{d^{\prime}+d^{\prime \prime}-d}, \quad y=\frac{b}{d+d^{\prime \prime}-d^{\prime}}, \quad z=\frac{c}{d+d^{\prime}-d^{\prime \prime}} .
$$

18. Rewrite the system in the following way

$$
\frac{a y+b x}{x y}=\frac{1}{c}, \quad \frac{a z+c x}{x z}=\frac{1}{b}, \quad \frac{b z+c y}{y z}=\frac{1}{a} .
$$

Hence

$$
\frac{a}{x}+\frac{b}{y}=\frac{1}{c}, \quad \frac{a}{x}+\frac{c}{z}=\frac{1}{b}, \quad \frac{b}{y}+\frac{c}{z}=\frac{1}{a} .
$$

Consequently (see the preceding problem)

$$
x=\frac{2 a^{2} b c}{a c+a b-b c}, \quad y=\frac{2 a b^{2} c}{b c+a b-a c}, \quad z=\frac{2 a b c^{2}}{b c+a c-a b} .
$$

19. The obvious solution is $x=y=z=0$. Dividing both members of each equation of our system by $x y z$, we get

$$
\begin{aligned}
\frac{1}{x z}+\frac{1}{x y}-\frac{1}{y z}=\frac{1}{a^{2}}, \quad \frac{1}{x y}+\frac{1}{y z}-\frac{1}{x z}= & \frac{1}{b^{2}}, \\
& \frac{1}{y z}+\frac{1}{x z}-\frac{1}{x y}=\frac{1}{c^{2}} .
\end{aligned}
$$

Adding pairwise, we find

$$
\frac{2}{x y}=\frac{1}{a^{2}}+\frac{1}{b^{2}}, \quad \frac{2}{y^{z}}=\frac{1}{b^{2}}+\frac{1}{c^{2}}, \quad \frac{2}{x z}=\frac{1}{a^{2}}+\frac{1}{c^{2}} .
$$

Consequently

$$
\begin{equation*}
x y=\frac{2 a^{2} b^{2}}{a^{2}+b^{2}}, \quad y z=\frac{2 b^{2} c^{2}}{b^{2}+c^{2}}, \quad x z=\frac{2 a^{2} c^{2}}{a^{2}+c^{2}} . \tag{*}
\end{equation*}
$$

Multiplying the equalities, we obtain

$$
x^{2} y^{2} z^{2}=\frac{8 a^{4} b^{4} c^{4}}{\left(a^{2}+b^{2}\right)\left(b^{2}+c^{2}\right)} \frac{\left(a^{2}+c^{2}\right)}{} .
$$

Hence

$$
x y z= \pm \frac{2 \sqrt{2} a^{2} b^{2} c^{2}}{\sqrt{\left(a^{2}+b^{2}\right)\left(b^{2}+c^{2}\right)\left(a^{2}+c^{2}\right)}} .
$$

Using the equality

$$
x y=\frac{2 a^{2} b^{2}}{a^{2}+b^{2}},
$$

we find for $z$ two values which differ in the sign. By the obtained value of $z$ we find the corresponding values of $y$ and $x$ from the equalities (*). Thus, we get two sets of values for $x, y$ and $z$ satisfying our equation.
20. Adding all the three equations, we find

$$
(x+y+z)(a+b+c)=0
$$

Hence

$$
x+y+z=0,
$$

whence

$$
x=\frac{a-b}{a+b+c}, \quad y=-\frac{a-c}{a+b+c}, \quad z=-\frac{b-a}{a+b+c} .
$$

21. Adding all the three equations termwise, we get

$$
(b+c) x+(c+a) y+(a+b) z=2 a^{3}+2 b^{3}+2 c^{3} .
$$

Using the given equations in succession, we find

$$
\begin{gathered}
2(b+c) x=2 b^{3}+2 c^{3}, \quad 2(c+a) y=2 a^{3}+2 c^{3} \\
2(a+b) z=2 a^{3}+2 b^{3},
\end{gathered}
$$

whence

$$
x=b^{2}-b c+c^{2}, \quad y=a^{2}-a c+c^{2}, \quad z=a^{2}-a b+b^{2} .
$$

22. Consider the following equality

$$
\frac{x}{a+\theta}+\frac{y}{b+\theta}+\frac{z}{b+\theta}-1=-\frac{(\theta-\lambda)(\theta-\mu)(\theta-v)}{(\theta+a)(\theta+b)(\theta+c)} .
$$

Let us transform the equality, by reducing its terms to a common denominator and then rejecting the latter. We get a second-degree polynomial in $\theta$ with coefficients depending on $x, y, z, \lambda, \mu, v, a, b, c$, which is equal to zero. If now we
substitute successivly $\lambda, \mu$ and $\nu$ for $\theta$ into the original expression, then, by virtue of the given equations, this expression (and, consequently, the second-degree polynomial) vanishes. However, if a second-degree polynomial becomes zero at three different values of the variable, then it is identically equal to zero (see Sec. 2) and, consequently, the equality

$$
\frac{x}{a+\theta}+\frac{y}{b+\theta}+\frac{z}{c+\theta}-1=-\frac{(\theta-\lambda)(\theta-\mu)(\theta-v)}{(\theta+a)(\theta+b)(\theta+c)}
$$

(by virtue of existence of the three given equations) is an identity with respect to $\theta$, i.e. it holds for any values of $\theta$.

Multiplying both members of this equality by $a+\theta$, put $\theta=-a$. Then we find

$$
x=\frac{(a+\lambda)(a+\mu)(a+v)}{(a-b)(a-c)} .
$$

Likewise we get

$$
y=\frac{(b+\lambda)(b+\mu)(b+v)}{(b-c)(b-a)}, \quad z=\frac{(c+\lambda)(c+\mu)(c+v)}{(c-a)(c-b)} .
$$

Of course, we assume here that the given quantities $\lambda, \mu$, $v$, as also $a, b$ and $c$, are not equal to one another.
23. The given equations show that the polynomial

$$
\alpha^{3}+x \alpha^{2}+y \alpha+z
$$

vanishes at three different values of $a$, namely at $\alpha=a$, at $\alpha=b$ and at $\alpha=c$ (assuming that $a, b$ and $c$ are not equal to one another).

Set up a difference

$$
\alpha^{3}+x \alpha^{2}+y \alpha+z-(\alpha-a)(\alpha-b)(\alpha-c)
$$

This difference also becomes zero at $\alpha$ equal to $a, b, c$. Expanding this expression in powers of $\alpha$, we obtain

$$
(x+a+b+c) \alpha^{2}+(y-a b-a c-b c) \alpha+
$$

$+z+a b c$.
This second-degree trinomial in $\alpha$ vanishes at three different values of $\alpha$, and therefore it equals zero identically and, consequently, all its coefficients are equal to zero, i.e.

$$
x+a+b+c=0, \quad y-a b-a c-b c=0, \quad, \quad z+a b c=0 .
$$

Hence

$$
\begin{aligned}
& x=-(a+b+c) \\
& y=a b+a c+b c \\
& z=-a b c
\end{aligned}
$$

is the solution of our system.
24. We find similarly

$$
\begin{aligned}
t & =-(a+b+c+d) \\
x & =a b+a c+a d+b c+b d+c d \\
y & =-(a b c+a b d+a c d+b c d) \\
z & =a b c d
\end{aligned}
$$

25. Multiplying the first equation by $r$, the second by $p$, the third by $q$ and the fourth by 1 and adding, we get

$$
\begin{aligned}
\left(a^{3}+a^{2} q+a p+r\right) x+\left(b^{3}+b^{2} q\right. & +b p+r) y+ \\
+\left(c^{3}+c^{2} q+c p+r\right) z+\left(d^{3}+\right. & \left.d^{2} q+d p+r\right) u= \\
& =m r+n p+k q+l .
\end{aligned}
$$

Let us choose the quantities $r, p$ and $q$ so that the following equalities take place

$$
\begin{aligned}
& b^{3}+b^{2} q+b p+r=0 \\
& c^{3}+c^{2} q+c p+r=0 \\
& d^{3}+d^{2} q+d p+r=0
\end{aligned}
$$

Hence, we obtain (see Problem 23)

$$
q=-(b+c+d), \quad p=b c+b d+c d, \quad r=-b c d
$$

and, consequently

$$
x=\frac{N}{a^{3}+a^{2} q+a p+r}=\frac{N}{(a-b)(a-c)(a-d)},
$$

where
$N=-m b c d+n(b c+b d+c d)-k(b+c+d)+l$.
As to the equality

$$
a^{3}+a^{2} q+a p+r=(a-b)(a-c)(a-d)
$$

it follows readily from the identity

$$
\alpha^{3}+q \alpha^{2}+p \alpha+r=(\alpha-b)(\alpha-c)(\alpha-d)
$$

To find the variable $y$, the quantities $q, p$ and $r$ are so chosen that the following equalities take place

$$
\begin{aligned}
& a^{3}+a^{2} q+a p+r=0 \\
& c^{3}+c^{2} q+c p+r=0 \\
& d^{3}+d^{2} q+d p+r=0
\end{aligned}
$$

The remaining variables are found analogously.
26. Put

$$
x_{1}+x_{2}+\ldots+x_{n}=s
$$

Adding the equations term by term, we get
$s+2 s+3 s+\ldots+n s=a_{1}+a_{2}+\ldots+a_{n}$.
But
$1+2+3+\ldots+n=\frac{n(n+1)}{2}$ (an arithmetic progression).
Therefore
$s=\frac{2}{n(n+1)}\left(a_{1}+a_{2}+\ldots+a_{n}\right)=A \quad$ (for brevity).
Subtracting now the second equation from the first one, we find

$$
x_{1}+x_{2}+x_{3}+\ldots+x_{n}-n x_{1}=a_{1}-a_{2} .
$$

Hence

$$
n x_{1}=A+a_{2}-a_{1}
$$

and

$$
x_{1}=\frac{A+a_{2}-a_{1}}{n} .
$$

Subtracting the third equation from the second, we get

$$
x_{2}=\frac{A+a_{3}-a_{2}}{n}
$$

and so on.
27. Put

Then we have

$$
\begin{array}{lrl}
-s+2 x_{1} & =2 a, & -s+4 x_{2}=4 a \\
-s+8 x_{3}=8 a, \ldots, & -s+2^{n} x_{n}=2^{n} a .
\end{array}
$$

Hence

$$
x_{1}+x_{2}+\ldots+x_{n}=s
$$

$x_{1}=a+\frac{s}{2}, x_{2}=a+\frac{s}{4}, x_{3}=a+\frac{s}{8}, \ldots, x_{n}=a+\frac{s}{2^{n}}$.

Adding these equalities, we get

$$
s=n a+s\left(\frac{1}{2}+\frac{1}{4}+\ldots+\frac{1}{2^{n}}\right) .
$$

But

$$
\frac{1}{2}+\frac{1}{4}+\ldots+\frac{1}{2^{n}}=1-\frac{1}{2^{n}}
$$

Therefore

$$
s=2^{n} n a
$$

Consequently
$x_{1}=a+\frac{s}{2}=a+2^{n-1} n a=a\left(1+n \cdot 2^{n-1}\right)$,
$x_{2}=a+\frac{s}{4}=a+2^{n-2} n a=a\left(1+n \cdot 2^{n-2}\right) \quad$ and so on.
28. Let

$$
x_{1}+x_{2}+x_{3}+\ldots+x_{n}=s=1
$$

Then

$$
s-x_{2}=2, s-x_{3}=3, \ldots, s-x_{n-1}=n-1
$$

$$
s-x_{n}=n
$$

Consequently (since $s=1$ )

$$
x_{2}=-1, \quad x_{3}=-2, \ldots, x_{n}=-(n-1)
$$

Hence

$$
\begin{aligned}
x_{2}+x_{3}+\ldots+x_{n}=-[(1+2+\ldots+ & (n-1)]= \\
& =-\frac{n(n-1)}{2}
\end{aligned}
$$

Finally

$$
x_{1}=1-\left(x_{2}+x_{3}+\ldots+x_{n}\right)=1+\frac{n(n-1)}{2} .
$$

29. Suppose the equations are compatible, i.e. there exists such a value of $x$ at which both equations are satisfied. Substituting this value of $x$ into the given equations, we get the following identities

$$
a x+b=0, \quad a^{\prime} x+b^{\prime}=0
$$

Multiply the first of them by $b^{\prime}$, and the second by $b$. Subtracting termwise the obtained equalities, we find

$$
\left(a b^{\prime}-a^{\prime} b\right) x=0
$$

If the common solution for $x$ is nonzero, then it actually follows from the last equality

$$
a b^{\prime}-a^{\prime} b=0
$$

If the common solution is equal to zero, then from the original equation it follows that

$$
b=b^{\prime}=0
$$

and therefore in this case also

$$
a b^{\prime}-a^{\prime} b=0
$$

And so, in both cases, if the two given equations have a common solution, then

$$
a b^{\prime}-a^{\prime} b=0
$$

Hence, conversely if the condition

$$
a b^{\prime}-a^{\prime} b=0
$$

is satisfied, the two given equations have a common root (the coefficients of the equations are proportional), and, consequently, they are compatible.
30. To prove that the given systems are equivalent it is necessary to prove that each solution of one of the systems is simultaneously a solution for the other system. Indeed, it is apparent, that each solution of the first system is at the same time a solution for the second system. It only remains to prove that each solution of the second system will also be a solution for the first system. Suppose a pair of numbers $x$ and $y$ is the solution of the second system, i.e. we have identically

$$
\begin{gathered}
l \xi+l^{\prime} \xi^{\prime}=0 \\
m \xi+m^{\prime} \xi^{\prime}=0
\end{gathered}
$$

where

$$
\xi=a x+b y+c, \xi^{\prime}=a^{\prime} x+b^{\prime} y+c^{\prime} .
$$

Multiplying the first equality by $m^{\prime}$ and the second by $l^{\prime}$, and subtracting them termwise, we find

$$
\left(l m^{\prime}-m l^{\prime}\right) \xi=0
$$

Likewise, multiplying the first equality by $m$ and the second by $l$, and subtracting, we get

$$
\left(l m^{\prime}-m l^{\prime}\right) \xi^{\prime}=0
$$

But since, by hypothesis,

$$
l m^{\prime}-m l^{\prime} \neq 0
$$

it follows from the last two equalities that

$$
\xi=0
$$

and

$$
\xi^{\prime}=0,
$$

i.e.

$$
a x+b y+c=0
$$

and

$$
a^{\prime} x+b^{\prime} y+c^{\prime}=0
$$

Thus, the pair of numbers $x$ and $y$, which is the solution of the second system, is simultaneously the solution of the first system.
31. Multiplying the first equation by $b^{\prime}$ and the second by $b$, and subtracting termwise, we find

$$
\left(a b^{\prime}-a^{\prime} b\right) x+c b^{\prime}-c^{\prime} b=0
$$

We get similarly

$$
\left(a b^{\prime}-a^{\prime} b\right) y+c^{\prime} a-a^{\prime} c=0
$$

These two equations are equivalent to the original ones. It is evident that if $a b^{\prime}-a^{\prime} b \neq 0$, then there exists one and only one pair of values of $x$ and $y$ satisfying the last two equalities, and, consequently, the original system as well.
32. Multiplying the first equality by $b^{\prime}$ and the second by $b$, and subtracting, we find

$$
\left(a b^{\prime}-a^{\prime} b\right) x=0
$$

Since, by hypothesis, $a b^{\prime}-a^{\prime} b \neq 0$, it follows that $x=0$. In the same way we prove that $y=0$.
33. From the first two equations we get

$$
x=\frac{c^{\prime} b-c b^{\prime}}{a b^{\prime}-a^{\prime} b}, \quad y=\frac{a^{\prime} c-c^{\prime} a}{a b^{\prime}-a^{\prime} b} .
$$

If the three equations are compatible, then a pair of numbers $x$ and $y$ being the solution of the system of the first two equations must also satisfy the third equation. Therefore, if the three given equations are compatible, then there
exists the following relation

$$
a^{\prime \prime} \frac{c^{\prime} b-c b^{\prime}}{a b^{\prime}-a^{\prime} b}+b^{\prime \prime} \frac{a^{\prime} c-c^{\prime} a}{a b^{\prime}-a^{\prime} b}+c^{\prime \prime}=0
$$

or
$a^{\prime \prime}\left(c^{\prime} b-c b^{\prime}\right)+b^{\prime \prime}\left(a^{\prime} c-c^{\prime} a\right)+c^{\prime \prime}\left(a b^{\prime}-a^{\prime} b\right)=0$.
Conversely, the existence of this relation means that a solution, which satisfies the first two equations, satisfies the third one as well. This relation may be rewritten in the following ways

$$
\begin{gathered}
a^{\prime}\left(c b^{\prime \prime}-c^{\prime \prime} b\right)+b^{\prime}\left(a c^{\prime \prime}-c a^{\prime \prime}\right)+c^{\prime}\left(b a^{\prime \prime}-b^{\prime \prime} a\right)=0 \\
a\left(c^{\prime \prime} b^{\prime}-c^{\prime} b^{\prime \prime}\right)+b\left(a^{\prime \prime} c^{\prime}-c^{\prime \prime} a^{\prime}\right)+c\left(b^{\prime \prime} a^{\prime}-a^{\prime \prime} b^{\prime}\right)=0
\end{gathered}
$$

Hence it follows that the solution of each pair of the three equations is necessarily the solution of the third equation, i.e. our system is compatible provided the condition (*) is observed.
34. Subtracting from the first equality the second, and then the third one, we find
$(a-b) y+\left(a^{2}-b^{2}\right) z=0, \quad(a-c) y+\left(a^{2}-c^{2}\right) z=0$.
Since $a-b \neq 0$ and $a-c \neq 0$, we have the following equalities

$$
y+(a+b) z=0, \quad y+(a+c) z=0
$$

Subtracting them term by term, we have

$$
(b-c) z=0
$$

But by hypothesis $b-c \neq 0$, therefore $z=0$. Substituting this value into one of the last two equations, we find $y=0$. Finally, making use of one of the original equations, we get

$$
x=0
$$

35. Multiplying the first equality by $B_{1}$ and the second one by $B$, and subtracting them termwise, we get

$$
\begin{equation*}
\left(A B_{1}-A_{1} B\right) x+\left(C B_{1}-C_{1} B\right) z=0 \tag{1}
\end{equation*}
$$

We find analogously

$$
\begin{equation*}
\left(A C_{1}-A_{1} C\right) x+\left(B C_{1}-B_{1} C\right) y=0 \tag{2}
\end{equation*}
$$

Suppose none of the expressions

$$
A B_{1}-A_{1} B, \quad C B_{1}-C_{1} B, \quad A C_{1}-A_{1} C
$$

is equal to zero. Then we get

$$
\frac{x}{C_{1} B-C B_{1}}=\frac{\mathrm{z}}{A B_{1}-A_{1} B} .
$$

[multiplying both members of the first equality by the product

$$
\left.\left(A B_{1}-A_{1} B\right)\left(C_{1} B-C B_{1}\right)\right]
$$

and

$$
\frac{x}{C_{1} B-C B_{1}}=\frac{y}{C A_{1}-A C_{1}} .
$$

Thus, in this case the required proportion really takes place.

Let now one and only one of the expressions

$$
A B_{1}-A_{1} B, \quad C B_{1}-C_{1} B, \quad A C_{1}-A_{1} C
$$

vanish. Put, for instance, $C B_{1}-C_{1} B=0$. Then from equalities (1) and (2) we get $x=0$. Further, suppose that two of the mentioned expressions, for instance, $C_{1} B-C B_{1}$ and $C A_{1}-A C_{1}$ are equal to zero, and the third one, i.e. $A B_{1}-A_{1} B$ is nonzero. We then find $x=y=0$. In these cases our proportion, or, more precisely, three equalities,

$$
\begin{aligned}
& x=\lambda\left(C_{1} B-C B_{1}\right), \\
& y=\lambda\left(C A_{1}-A C_{1}\right), \\
& z=\lambda\left(A B_{1}-A_{1} B\right),
\end{aligned}
$$

will also take place.
Thus, in these cases two given equations determine the variables $x, y$ and $z$ "accurate to the common factor of proportionality".

If all the three quantities

$$
A B_{1}-A_{1} B, \quad C B_{1}-C_{1} B \quad \text { and } \quad A C_{1}-A_{1} C
$$

are equal to zero, then there exists the following proportion

$$
\frac{A}{A_{1}}=\frac{B}{B_{1}}=\frac{C}{C_{1}} .
$$

In this case the two equations (forming a system) turn into one, and nothing definite can be said about the values of the variables $x, y$ and $z$ which satisfy this equation.
36. From the first two equations (see the preceding problem) we get

$$
\frac{x}{a c-b^{2}}=\frac{y}{b c-a^{2}}=\frac{z}{a b-c^{2}} .
$$

Hence

$$
x=\lambda\left(a c-b^{2}\right), \quad y=\lambda\left(b c-a^{2}\right), \quad z=\lambda\left(a b-c^{2}\right)
$$

Substituting these values into the third equation, we find

$$
b\left(a c-b^{2}\right)+a\left(b c-a^{2}\right)+c\left(a b-c^{2}\right)=0
$$

or

$$
a^{3}+b^{3}+c^{3}-3 a b c=0
$$

37. Multiplying the first two equations, we get

$$
\frac{x^{2}}{a^{2}}-\frac{z^{2}}{c^{2}}=1-\frac{y^{2}}{b^{2}}
$$

The same result is obtained by multiplying the third equation by the fourth one, which shows that if there exist any three of the given equations, then there also exists a fourth one, i.e. the system is compatible.

To determine the values of $x, y$ and $z$ satisfying the given system proceed in the following way: equating the right members of the first and the third equations, find

$$
\lambda\left(1+\frac{y}{b}\right)=\mu\left(1-\frac{y}{b}\right) .
$$

Solving this equation with respect to $y$, we have

$$
y=b \frac{\mu-\lambda}{\mu+\lambda}
$$

Substituting this into the first two equations, we get

$$
\frac{x}{a}+\frac{z}{c}=\frac{2 \lambda \mu}{\mu+\lambda}, \quad \frac{x}{a}-\frac{z}{c}=\frac{2}{\mu+\lambda} .
$$

Hence

$$
x=a-\frac{\lambda \mu+1}{\mu+\lambda}, \quad z=c \frac{\lambda \mu-1}{\mu+\lambda} .
$$

38. Rewrite the system in the following way

$$
\begin{gathered}
a(x+\dot{p} y)+b(x+q y)=a p^{2}+b q^{2} \\
a p(x+p y)+b q(x+q y)=a p^{3}+b q^{3} \\
\cdots \cdots \cdots \cdots \cdots \cdot \cdots \cdot \cdots \cdot \cdots \\
a p^{k-1}(x+p y)+b q^{k-1}(x+q y)=a p^{k+1}+b q^{k+1} .
\end{gathered}
$$

Now it is obvious that the system is equivalent to the following two equations

$$
x+p y=p^{2}, \quad x+q y=q^{2},
$$

and, hence, the system is compatible.
39. We have

$$
\begin{aligned}
& x_{2}=a_{1}-x_{1}, \\
& x_{3}=a_{2}-x_{2}=a_{2}-a_{1}+x_{1}, \\
& x_{4}=a_{3}-x_{3}=a_{3}-a_{2}+a_{1}-x_{1},
\end{aligned}
$$

$$
x_{n}=a_{n-1}-a_{n-2}+\ldots \pm a_{2} \mp a_{1} \pm x_{1}
$$

It should be noted that in the last equality the upper signs will occur when $n$ is odd, and the lower signs when $n$ is even.

Consider the two cases separately.
$1^{\circ}$ Let $n$ be odd. Then

$$
x_{n}=a_{n-1}-a_{n-2}+\ldots+a_{2}-a_{1}+x_{1} .
$$

On the other hand,

$$
x_{n}+x_{1}=a_{n} .
$$

From these two equalities we get

$$
x_{1}=\frac{a_{n}-a_{n-1}+a_{n-2}-\ldots-a_{2}+a_{1}}{2},
$$

and, hence,

$$
\begin{aligned}
& x_{2}=\frac{a_{1}-a_{n}+a_{n-1}-\ldots-a_{3}+a_{2}}{2} \\
& x_{3}=\frac{a_{2}-a_{1}+a_{n}-\ldots-a_{4}+a_{3}}{2}
\end{aligned}
$$

$2^{\circ}$ Let now $n$ be even. Then

$$
x_{n}=a_{n-1}-a_{n-2}+\ldots-a_{2}+a_{1}-x_{1} .
$$

On the other hand,

$$
x_{n}=a_{n}-x_{1} .
$$

Consequently, for the given system of equations to be compatible the following equality must be satisfied

$$
a_{n-1}-a_{n-2}+\ldots-a_{2}+a_{1}=a_{n}
$$

i.e.

$$
a_{n}+a_{n-2}+\ldots+a_{2}=a_{n-1}+a_{n-3}+\ldots+a_{1}
$$

(the sum of coefficients with even subscripts must equal the sum of coefficients with odd subscripts). It is apparent that in this case the system will be indeterminate, i.e. will allow an infinite number of solutions, namely:

$$
\begin{aligned}
& x_{1}=\lambda \\
& x_{2}=a_{1}-\lambda \\
& x_{3}=a_{2}-a_{1}+\lambda \\
& x_{4}=a_{3}-a_{2}+a_{1}-\lambda \\
& x_{n}=a_{n-1}-a_{n-2}+\ldots+a_{3}-a_{2}+a_{1}-\lambda
\end{aligned}
$$

where $\lambda$ is an arbitrary quantity.
40. From the first two equations we find

$$
\frac{x}{\frac{b^{2}}{b-d}-\frac{c^{2}}{c-d}}=\frac{y}{\frac{c^{2}}{c-d}-\frac{a^{2}}{a-d}}=\frac{z}{\frac{a^{2}}{a-d}-\frac{b^{2}}{b-d}}=\lambda .
$$

Substituting this into the third equation, we have

$$
\begin{aligned}
\lambda & \left\{\frac{a}{a-d}\left(\frac{b^{2}}{b-d}-\frac{c^{2}}{c-d}\right)+\frac{b}{b-d}\left(\frac{c^{2}}{c-d}-\frac{a^{2}}{a-d}\right)+\right. \\
& \left.+\frac{c}{c-d}\left(\frac{a^{2}}{a-d}-\frac{b^{2}}{b-d}\right)\right\}=d(a-b)(b-c)(c-a) .
\end{aligned}
$$

After simplification we get

$$
\begin{aligned}
& \frac{a}{a-d}\left(\frac{b^{2}}{b-d}-\frac{c^{2}}{c-d}\right)+\frac{b}{b-d}\left(\frac{c^{2}}{c-d}-\frac{a^{2}}{a-d}\right)+ \\
& +\frac{c}{c-d}\left(\frac{a^{2}}{a-d}-\frac{b^{2}}{b-d}\right)=\frac{d(a-b)(b-c)(a-c)}{(a-d)(b-d)(c-d)} .
\end{aligned}
$$

Therefore

$$
\lambda=-(a-d)(b-d)(c-d)
$$

and, consequently,

$$
\begin{aligned}
& x=(a-d)(b-c)(d b+d c-b c) \\
& y=(b-d)(c-a)(d c+d a-a c) \\
& z=(c-d)(a-b)(a d+d b-a b)
\end{aligned}
$$

41. Solving the last two equations with respect to $x$ and $y$, we find

$$
\begin{aligned}
& x+n=\frac{(c-m)(n-a)}{z+c}, \\
& y+b=\frac{(b-l)(m-c)}{z+m} .
\end{aligned}
$$

Hence

$$
x+a=\frac{(c-m)(n-a)}{z+c}-(n-a)=(a-n) \frac{z+m}{z+c} .
$$

Analogously

$$
y+l=(l-b) \frac{z+c}{z+m} .
$$

Substituting the found values of $x+a$ and $y+l$ into the first equation, we see that it is a consequence of the two last equtions. Thus, the system is indeterminate, and all its solutions are given by the formulas

$$
x=\frac{(c-m)(n-a)}{z+c}-n, \quad y=\frac{(b-l)(m-c)}{z+m}-b,
$$

for an arbitrary $z$.
42. From the second and the third equations we have

$$
(1-k) x+k y=-[(1+k) x+(12-k) y]
$$

hence, taking into account the first equation, $(5-k) y=$ $=0$ wherefrom either $k=5$ or $y=0$ (hence $x=0$ ), which yields (substituting into the second equation) $k=-1$.
43. We have

$$
\begin{aligned}
& \sin 2 a=2 \sin a \cos a \\
& \sin 3 a=\sin a\left(4 \cos ^{2} a-1\right) \\
& \sin 4 a=4 \sin a\left(2 \cos ^{3} a-\cos a\right)
\end{aligned}
$$

Therefore the first of the equations of our system is rewritten in the following way

$$
x+2 y \cos a+z\left(4 \cos ^{2} a-1\right)=4\left(2 \cos ^{3} a-\cos a\right) .
$$

The remaining two are similar. Expand this equation in powers of $\cos a$. We have

$$
8 \cos ^{3} a-4 z \cos ^{2} a-(2 y+4) \cos a+z-x=0
$$

Putting $\cos a=t$ and dividing both members by 8 , we get

$$
\begin{equation*}
t^{3}-\frac{z}{2} t^{2}-\frac{y+2}{4} t+\frac{z-x}{8}=0 \tag{*}
\end{equation*}
$$

Our system of equations is equivalent to the statement that the equation (*) has three roots: $t=\cos a, t=\cos b$ and $t=\cos c$, wherefrom follows (see Problem 23)

$$
\begin{aligned}
\frac{z}{2} & =\cos a+\cos b+\cos c \\
\frac{y+2}{4} & =-(\cos a \cos b+\cos a \cos c+\cos b \cos c) \\
\frac{x-z}{8} & =\cos a \cos b \cos c
\end{aligned}
$$

Therefore the solution of our system will be $x=2(\cos a+\cos b+\cos c)+8 \cos a \cos b \cos c$, $y=-2-4(\cos a \cos b+\cos a \cos c+\cos b \cos c)$, $z=2(\cos a+\cos b+\cos c)$.
44. Put

$$
\frac{a}{\sin A}=\frac{b}{\sin B}=\frac{c}{\sin C}=k .
$$

Since $A+B+C=\pi$, we have

$$
\sin A=\sin (B+C)=\sin B \cos C+\cos B \sin C
$$

But from the given proportion we have

$$
\sin A=\frac{a}{k}, \quad \sin B=\frac{b}{k}, \quad \sin C=\frac{c}{k}
$$

Substituting this into the last equality, we find

$$
a=b \cos C+c \cos B
$$

The rest of the equalities are obtained similarly.
45. Expressing $a$ and $b$ in terms of $c$ and trigonometric functions (from the first two of the given equalities), we get

$$
\begin{align*}
& b=\frac{c(\cos A-\cos B \cos C)}{\sin ^{2} C} .  \tag{1}\\
& a=\frac{c(\cos B+\cos A \cos C)}{\sin ^{2} C} . \tag{2}
\end{align*}
$$

Substituting (1) and (2) into the third equality and accomplishing all necessary transformations, we find $1-\cos ^{2} A-\cos ^{2} B-\cos ^{2} C-2 \cos A \cos B \cos C=0$.

Let us now prove that

$$
A+B+C=\pi .
$$

Transform the obtained equality in the following way $\cos ^{2} A+2 \cos A \cos B \cos C=$
$=1-\cos ^{2} B-\cos ^{2} C-\cos ^{2} B \cos ^{2} C+\cos ^{2} B \cos ^{2} C$, $\cos ^{2} A+2 \cos A \cos B \cos C+\cos ^{2} B \cos ^{2} C=$ $=1-\cos ^{2} B-\cos ^{2} C\left(1-\cos ^{2} B\right)$,
$(\cos A+\cos B \cos C)^{2}=\sin ^{2} B \sin ^{2} C$.
But since we have obtained [see (1)] that

$$
\cos A+\cos B \cos C=\frac{b \sin ^{2} C}{c}>0,
$$

we have

$$
\begin{aligned}
& \cos A+\cos B \cos C=\sin B \sin C, \\
& \cos A=\sin B \sin C-\cos B \cos C=-\cos (B+C), \\
& \cos A+\cos (B+C)=2 \cos \frac{A+B+C}{2} \cos \frac{A-B-C}{2}=0,
\end{aligned}
$$

wherefrom follows that either

$$
\frac{A+B+C}{2}=(2 l+1) \frac{\pi}{2}
$$

or

$$
\frac{A-B-C}{2}=\left(2 l^{\prime}+1\right) \frac{\pi}{2},
$$

where $l$ and $l^{\prime}$ are integers. Let us first show that the second case is impossible. In this case we would have

$$
\begin{array}{r}
A-B-C=\left(2 l^{\prime}+1\right) \pi, B=A-C-\left(2 l^{\prime}+1\right) \pi \\
\cos B=\cos (A-C-\pi)=-\cos (A-C)= \\
=-\cos A \cos C-\sin A \sin C .
\end{array}
$$

Consequently,

$$
\cos B+\cos A \cos C=-\sin A \sin C<0
$$

which is impossible, since we have obtained (2)

$$
\cos B+\cos A \cos C=\frac{a \sin ^{2} C}{c}>0 .
$$

Thus, there remains only the case

$$
A+B+C=(2 l+1) \pi
$$

However, by virtue of the inequalities, existing for $A, B$ and $C$, we have

$$
0<2 l+1<3
$$

i.e.

$$
2 l+1=1
$$

and

$$
A+B+C=\pi
$$

It only remains to show that

$$
\frac{a}{\sin A}=\frac{b}{\sin B}=\frac{c}{\sin C} .
$$

We have shown that

$$
\cos A+\cos B \cos C=\sin B \sin C
$$

On the other hand, $\cos B+\cos A \cos C=\cos (\pi-A-C)+\cos A \cos C=$

$$
\begin{aligned}
=-\cos (A+C)+\cos A \cos C & = \\
& =\sin A \sin C
\end{aligned}
$$

Using this equality and also equalities (1) and (2), we easily obtain the required proportion.
46. Let us first show that equation (2) follows from equations (1). Multiplying the first of equations (1) by $a$, the second by $b$ and the third by $-c$ and adding them term-
wise we get

$$
a^{2}+b^{2}-c^{2}=2 a b \cos C
$$

i.e. the third of equations (2). Likewise we obtain the remaining two of equations (2).

To obtain equations (1) from equations (2) add the first two of (2). Collecting like terms, we find

$$
2 c^{2}-2 b c \cos A-2 a c \cos B=0
$$

Hence

$$
c=b \cos A+a \cos B
$$

i.e. we get the third of equations (1). The rest of them are obtained similarly.
47. From the first equality we get

$$
\cos A=\frac{\cos a-\cos b \cos c}{\sin b \sin c}
$$

Hence

$$
\begin{aligned}
& \sin ^{2} A=1-\cos ^{2} A= \\
& =\frac{\sin ^{2} b \sin ^{2} c-(\cos a-\cos b \cos c)^{2}}{\sin ^{2} b \sin ^{2} c}= \\
& =\frac{\left(1-\cos ^{2} b\right)\left(1-\cos ^{2} c\right)-(\cos a-\cos b \cos c)^{2}}{\sin ^{2} b \sin ^{2} c}= \\
& =\frac{1-\cos ^{2} a-\cos ^{2} b-\cos ^{2} c+2 \cos a \cos b \cos c}{\sin ^{2} b \sin ^{2} c} .
\end{aligned}
$$

Consequently

$$
\frac{\sin ^{2} A}{\sin ^{2} a}=\frac{1-\cos ^{2} a-\cos ^{2} b-\cos ^{2} c+2 \cos a \cos b \cos c}{\sin ^{2} a \sin ^{2} b \sin ^{2} c} .
$$

Since the given formulas turn one into another by means of a circular permutation of the letters $a, b, c, A, B, C$, and as a result of this transformation the right member of the last equality remains unchanged, we actually have

$$
\frac{\sin ^{2} A}{\sin ^{2} a}=\frac{\sin ^{2} B}{\sin ^{2} b}=\frac{\sin ^{2} C}{\sin ^{2} c}
$$

But the quantities $a, b, c$ and $A, B, C$ are contained between 0 and $\pi$, therefore

$$
\frac{\sin A}{\sin a}=\frac{\sin B}{\sin b} \cdots \frac{\sin C}{\sin c} .
$$

48. $1^{\circ}$ Let us take the last two of the equalities (*) from the preceding problem. We have

$$
\begin{gathered}
\cos b-\cos c \cos a=\sin a \sin c \cos B \\
-\cos a \cos b+\cos c=\sin a \sin b \cos C
\end{gathered}
$$

Multiplying the first of them by $\cos a$ and the second by 1 and then adding, we find
$-\cos c \cos ^{2} a+\cos c=\sin a \sin c \cos B \cos a+$

$$
+\sin a \sin b \cos C
$$

Hence

$$
\cos c \sin a=\sin c \cos a \cos B+\sin b \cos C .
$$

But since it was shown in the preceding problem that from the equalities (*) follows the proportion

$$
\frac{\sin a}{\sin A}=-\frac{\sin b}{\sin B}=-\frac{\sin c}{\sin C} .
$$

in the last equality we can replace the quantities $\sin a$, $\sin b$ and $\sin c$ by ones proportional to them. We get $\cos c \sin A=\sin C \cos a \cos B+\sin B \cos C$.

It is apparent, that there exist six similar equalities. Let us take one more of them, namely, the one which also contains $\cos c$ and $\cos a$. It will have the form

```
cos}a\operatorname{sin}C=\operatorname{sin}A\operatorname{cos}c\operatorname{cos}B+\operatorname{sin}B\operatorname{cos}A
```

(This equality can be obtained in the following way: multiply the second of the equalities (*) by $\cos c$ and the first one by unity, add them, and in the obtained equality replace $\sin c$ by $\sin C$ and so on.) Thus, we have
$\cos c \sin A=\sin C \cos a \cos B+\sin B \cos C$,
$\cos a \sin C=\sin A \cos c \cos B+\sin B \cos A$.
Eliminating $\cos c$, we find

$$
\cos A=-\cos B \cos C+\sin B \sin C \cos a
$$

The rest of the equalities are obtained from this one using a circular permutation.
$2^{\circ}$ The formulas (*) of Problem 47 make it possible to express $\cos A, \cos B$ and $\cos C$ in terms of $\sin a, \sin b$,
$\sin c$ and $\cos a, \cos b, \cos c$. Let us find the expressions for $\sin \frac{A}{2}$ and $\cos \frac{A}{2}$. We have

$$
\begin{aligned}
& 2 \sin ^{2} \frac{A}{2}=1-\cos A=1-\frac{\cos a-\cos b \cos c}{\sin b \sin c}= \\
& \\
& =\frac{\cos (b-c)-\cos a}{\sin b \sin c}, \\
& 2 \cos ^{2} \frac{A}{2}=1+\cos A=1+\frac{\cos a-\cos b \cos c}{\sin b \sin c}= \\
& \\
& =\frac{\cos a-\cos (b+c)}{\sin b \sin c} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \sin \frac{A}{2}=\sqrt{\frac{\sin \frac{a+b-c}{2} \sin \frac{a+c-b}{2}}{\sin b \sin c}} \\
& \cos \frac{A}{2}=\sqrt{\frac{\sin \frac{a+b+c}{2} \sin \frac{b+c-a}{2}}{\sin b \sin c}}
\end{aligned}
$$

Similar expressions are obtained for $\sin \frac{B}{2} \cdot \cos \frac{B}{2}$ and $\sin \frac{C}{2}, \cos \frac{C}{2}$. Now compute $\sin \frac{A+B}{2}$. We have $\sin \frac{A+B}{2}=\sin \frac{A}{2} \cos \frac{B}{2}+\cos \frac{A}{2} \sin \frac{B}{2}=$

$$
\begin{gathered}
=\sqrt{\frac{\sin \frac{a+b+c}{2} \sin \frac{a+b-c}{2}}{\sin a \sin b}} \times \\
\times\left(\frac{\sin \frac{a+c-b}{2}}{\sin c}+\frac{\sin \frac{b+c-a}{2}}{\sin c}\right)=\cos \frac{C}{2} \cdot \frac{\cos \frac{a-b}{2}}{\cos \frac{c}{2}} .
\end{gathered}
$$

Thus, we have obtained the following formula

$$
\sin \frac{A+B}{2}=\frac{\cos \frac{a-b}{2}}{\cos \frac{c}{2}} \cos \frac{C}{2} .
$$

Likewise we find

$$
\cos \frac{A+B}{2}=\frac{\cos \frac{a+b}{2}}{\cos \frac{c}{2}} \sin \frac{C}{2} .
$$

Since $\varepsilon=A+B+C-\pi$, we have

$$
\frac{A+B}{2}=\frac{\pi}{2}-\frac{C-\varepsilon}{2} .
$$

Therefore

$$
\sin \frac{A+B}{2}=\cos \frac{C-\varepsilon}{2}
$$

and, consequently,

$$
\frac{\cos \frac{C-\varepsilon}{2}}{\cos \frac{C}{2}}=\frac{\cos \frac{a-b}{2}}{\cos \frac{c}{2}} .
$$

Hence

$$
\frac{\cos \frac{C-\varepsilon}{2}-\cos \frac{C}{2}}{\cos \frac{C-\varepsilon}{2}+\cos \frac{C}{2}}=\frac{\cos \frac{a-b}{2}-\cos \frac{c}{2}}{\cos \frac{a-b}{2}+\cos \frac{c}{2}}
$$

and, consequently,

$$
\begin{equation*}
\tan \frac{\varepsilon}{4} \tan \left(\frac{C}{2}-\frac{\varepsilon}{4}\right)=\tan \frac{p-b}{2} \tan \frac{p-a}{2} . \tag{1}
\end{equation*}
$$

Using the formula

$$
\cos \frac{A+B}{2}=\frac{\cos \frac{a+b}{2}}{\cos \frac{c}{2}} \sin \frac{C}{2},
$$

we find analogously

$$
\begin{equation*}
\tan \frac{\varepsilon}{4} \cot \left(\frac{C}{2}-\frac{\varepsilon}{4}\right)=\tan \frac{p}{2} \tan \frac{p-c}{2} . \tag{2}
\end{equation*}
$$

Multiplying the equalities (1) and (2) termwise and extracting the square root, we get

$$
\tan \frac{1}{4} \varepsilon=\sqrt{\tan \frac{p}{2} \tan \frac{p-a}{2} \tan \frac{p-b}{2} \tan \frac{p-c}{2}} .
$$

49. We have

$$
\begin{aligned}
a[\tan (x+\gamma)-\tan (x+\beta)] & +b[\tan (x+\alpha)-\tan (x+\gamma)]+ \\
& +c[\tan (x+\beta)-\tan (x+\alpha)]=0 .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \frac{a \sin (\gamma-\beta)}{\cos (x+\beta) \cos (x+\gamma)}+\frac{b \sin (\alpha-\gamma)}{\cos (x+\alpha) \cos (x+\gamma)}+ \\
& \quad+\frac{c \sin (\beta-\alpha)}{\cos (x+\beta) \cos (x+\alpha)}=0 .
\end{aligned}
$$

$a \sin (\gamma-\beta) \cos (x+\alpha)+b \sin (\alpha-\gamma) \cos (x+\beta)+-$

$$
+c \sin (\beta-\alpha) \cos (x+\gamma)-=0 .
$$

Finally
$\tan x=\frac{a \sin (\gamma-\beta) \cos \alpha+b \sin (\alpha-\gamma) \cos \beta+c \sin (\beta-\alpha) \cos \gamma}{a \sin (\gamma-\beta) \sin \alpha+b \sin (\alpha-\gamma) \sin \beta+c \sin (\beta-\alpha) \sin \gamma}$.
50. We have

$$
\cos ^{2} \frac{x}{2}=\frac{1}{1+\tan ^{2} \frac{x}{2}}
$$

Therefore

$$
\begin{gathered}
\cos x=2 \cos ^{2} \frac{x}{2}-1=\frac{1-\tan ^{2} \frac{x}{2}}{1+\tan ^{2} \frac{x}{2}}, \\
\sin x=\tan x \cos x=\frac{2 \tan \frac{x}{2}}{1-\tan ^{2} \frac{x}{2}} \cdot \frac{1-\tan ^{2} \frac{x}{2}}{1+\tan ^{2} \frac{x}{2}}=\frac{2 \tan \frac{x}{2}}{1+\tan ^{2} \frac{x}{2}} .
\end{gathered}
$$

It is obvious that if $\tan \frac{x}{2}$ is rational, then $\sin x$ and $\cos x$ are also rational. Show that if $\sin x$ and $\cos x$ are rational, then $\tan \frac{x}{2}$ is rational too.

From the first relationship we have

$$
\left(1+\tan ^{2} \frac{x}{2}\right) \cos x=1-\tan ^{2} \frac{x}{2} .
$$

Hence

$$
\tan ^{2} \frac{x}{2}=\frac{1-\cos x}{1+\cos x} .
$$

Consequently, if $\cos x$ is rational, then $\tan ^{2} \frac{x}{2}$ is rational as well. But from the second equality it follows that

$$
2 \tan \frac{x}{2}=\sin x\left(1+\tan ^{2} \frac{x}{2}\right) .
$$

Hence, it is clear that if $\sin x$ and $\cos x$ are rational, then $\tan \frac{x}{2}$ is also rational.
51. Since $\sin ^{2} x+\cos ^{2} x=1$, we have

$$
\sin ^{4} x+\cos ^{4} x+2 \sin ^{2} x \cos ^{2} x=1
$$

i.e.

$$
\sin ^{4} x+\cos ^{4} x=1-2 \sin ^{2} x \cos ^{2} x
$$

Therefore the equation is rewritten as

$$
\begin{gathered}
1-2 \sin ^{2} x \cos ^{2} x=a \\
2 \sin ^{2} x \cos ^{2} x=1-a \\
\sin ^{2} 2 x=2(1-a), \sin 2 x= \pm \sqrt{2(1-a)}
\end{gathered}
$$

For the solutions to be real it is necessary and sufficient that

$$
\frac{1}{2} \leqslant a \leqslant 1
$$

52. $1^{\circ}$ Transforming the left member of the equation, we get
$\sin x+\sin 3 x+\sin 2 x=2 \sin 2 x \cos x+\sin 2 x=$

$$
=\sin 2 x(1+2 \cos x)=0
$$

Hence

$$
\text { (1) } \sin 2 x=0, \quad \text { (2) } \cos x=-\frac{1}{2} \text {. }
$$

$2^{\circ}$ In this case the transformation of the left member yields

$$
\begin{array}{r}
\cos n x+\cos (n-2) x-\cos x=2 \cos (n-1) x \cos x- \\
-\cos x=\cos x[2 \cos (n-1) x-1]=0,
\end{array}
$$

i.e. either $\cos x=0$ or $\cos (n-1) x=\frac{1}{2}$.
53. $1^{\circ}$ We have
$m(\sin a \cos x-\cos a \sin x)-$

$$
-n(\sin b \cos x-\cos b \sin x)=0
$$

$(n \cos b-m \cos a) \sin x-(n \sin b-m \sin a) \cos x=0$,
$(n \cos b-m \cos a) \cos x\left[\tan x-\frac{n \sin b-m \sin a}{n \cos b-m \cos a}\right]=0$.
Hence

$$
\tan x=\frac{n \sin b-m \sin a}{n \cos b-m \cos a} .
$$

$2^{\circ}$ We have
$\sin x \cos 3 \alpha+\cos x \sin 3 \alpha=3(\sin \alpha \cos x-\cos \alpha \sin x)$.
Hence
$\sin x(\cos 3 \alpha+3 \cos \alpha)-\cos x(3 \sin \alpha-\sin 3 \alpha)=0$.
But
$\cos 3 \alpha=4 \cos ^{3} \alpha-3 \cos \alpha, \sin 3 \alpha=3 \sin \alpha-4 \sin ^{3} \alpha$.
Therefore the equation takes the form

$$
\sin x \cos ^{3} \alpha-\cos x \sin ^{3} \alpha=0
$$

And so

$$
\tan x=\tan ^{3} \alpha .
$$

54. It is easy to find that

$$
\sin 5 x=16 \sin ^{5} x-20 \sin ^{3} x+5 \sin x
$$

Therefore our equation takes the form

$$
-20 \sin ^{3} x+5 \sin x=0
$$

or

$$
\sin x\left(1-4 \sin ^{2} x\right)=0
$$

Thus, we have the following solutions

$$
\sin x=0, \quad \sin x= \pm \frac{1}{2} .
$$

55. We have

$$
2 \sin x \cos (a-x)-\sin a+\sin (2 x-a)
$$

The equation takes the form

$$
\sin x+\sin (2 x-a)=0
$$

or

$$
2 \sin \frac{3 x-a}{2} \cos \frac{x-a}{2}=0 .
$$

Thus, the following is possible

$$
\sin \frac{3 x-a}{2}=0 \quad \text { and } \quad \frac{3 x-a}{2}=k \pi,
$$

i.e.

$$
3 x=a+2 k \pi, \quad x=\frac{a+2 k \pi}{3},
$$

where $k$ is any integer.
Similarly, we have

$$
\cos \frac{x-a}{2}=0, \quad \frac{x-a}{2}=(2 l+1) \frac{\pi}{2}, \quad x=a+(2 l+1) \pi,
$$

where $l$ is any integer.
56. We have

$$
\sin x \sin (\gamma-x)=\frac{1}{2}[\cos (2 x-\gamma)-\cos \gamma]
$$

Therefore the equation is rewritten in the following way

$$
\begin{aligned}
& \cos (2 x-\gamma)-\cos \gamma=2 a, \\
& \cos (2 x-\gamma)=2 a+\cos \gamma .
\end{aligned}
$$

57. We have

$$
\sin (\alpha+x)+\sin \alpha \sin x \frac{\sin (\alpha+x)}{\cos (\alpha+x)}-m \cos \alpha \cos x=0 .
$$

Further

$$
\frac{\sin (\alpha+x)}{\cos (\alpha-x)}\{\cos (\alpha+x)+\sin \alpha \sin x\}-m \cos \alpha \cos x=0 .
$$

Hence

$$
\begin{aligned}
\frac{\sin (\alpha+x)}{\cos (\alpha+x)} \cos \alpha \cos x-m & \cos \alpha \cos x= \\
& =\cos \alpha \cos x\{\tan (\alpha+x)-m\}=0 .
\end{aligned}
$$

Assuming $\cos \alpha \neq 0$, we obtain the following equalities for determining $x$

$$
\cos x=0, \quad \tan (\alpha+x)=m .
$$

58. Rewrite the equation in the following way $\cos ^{2} \alpha+\cos ^{2}(\alpha+x)-2 \cos \alpha \cos (\alpha+x)=1-\cos ^{2} x$.

Hence

$$
[\cos \alpha-\cos (\alpha+x)]^{2}-\sin ^{2} x=0
$$

i.e.

$$
\begin{aligned}
& {[\cos \alpha-\cos (\alpha+x)-\sin x][\cos \alpha-\cos (\alpha+x)+} \\
&+\sin x]=0 .
\end{aligned}
$$

Further
$[\cos \alpha(1-\cos x)+\sin x(\sin \alpha-1)] \times$

$$
\times[\cos \alpha(1-\cos x)+\sin x(\sin \alpha+1)]=0
$$

$\sin ^{2} x\left[\cos \alpha \tan \frac{x}{2}+\sin \alpha-1\right] \times$

$$
\times\left[\cos \alpha \tan \frac{x}{2}+\sin \alpha+1\right]=0
$$

(if $\sin x \neq 0$ ). If $\sin x=0$, then $\cos ^{2} \alpha(1-\cos x)^{2}=0$.
Now we easily find the following solutions:

$$
\cos x=1, \quad \tan x=\cot \alpha, \quad \text { i.e. } x=2 k \pi
$$

and

$$
x=-\alpha \div \frac{2 k+1}{2} \pi
$$

59. We can readily obtain

$$
\sin 2 x=\frac{2 \tan x}{1+\tan ^{2} x} .
$$

Therefore

$$
(1-\tan x)\left(1+\frac{2 \tan x}{1+\tan ^{2} x}\right)=1+\tan x
$$

Hence

$$
\begin{gathered}
\frac{(1-\tan x)(1+\tan x)^{2}}{1+\tan ^{2} x}-(1+\tan x)=0, \\
\frac{1+\tan x}{1+\tan ^{2} x}\left\{1-\tan ^{2} x-1-\tan ^{2} x\right\}=0, \\
\frac{\tan ^{2} x(1+\tan x)}{1+\tan ^{2} x}=0 .
\end{gathered}
$$

For determining $x$ we have: $\tan x=0, \tan x=-1$.
60. We have

$$
\tan A+\tan B=\frac{\sin (A+B)}{\cos A \cos B} .
$$

Therefore
$\tan x+\tan 4 x+\tan 2 x+\tan 3 x=\frac{\sin 5 x}{\cos x \cos 4 x}+$

$$
\begin{aligned}
+\frac{\sin 5 x}{\cos 2 x \cos 3 x}= & \frac{\sin 5 x}{\cos x \cos 2 x \cos 3 x \cos 4 x} \times \\
& \times\{\cos 2 x \cos 3 x+\cos x \cos 4 x\} .
\end{aligned}
$$

But

$$
\cos 3 x=4 \cos ^{3} x-3 \cos x
$$

Thus, our equation takes the form
$\frac{\sin 5 x}{\cos 2 x \cos 3 x \cos 4 x}\left[\cos 2 x\left(4 \cos ^{2} x-3\right)+\cos 4 x\right]=0$.
Hence

$$
\frac{\sin 5 x\left[4 \cos ^{2} 2 x-\cos 2 x-1\right]}{\cos 2 x \cos 3 x \cos 4 x}=0 .
$$

Consequently, either $\sin 5 x=0$, i.e. $5 x=k \pi$, or

$$
4 \cos ^{2} 2 x-\cos 2 x-1=0
$$

that is

$$
8 \cos 2 x=1 \pm \sqrt{17}
$$

61. Substituting the expressions containing $X$ and $Y$ for $x$ and $y$ into the trinomial

$$
a x^{2}+2 b x y+c y^{2}
$$

we get

$$
\begin{aligned}
& a x^{2}+2 b x y+c y^{2}=a(X \cos \theta-Y \sin \theta)^{2}+ \\
& +2 b(X \cos \theta-Y \sin \theta)(X \sin \theta+Y \cos \theta)+ \\
& \quad+c(X \sin \theta+Y \cos \theta)^{2}= \\
& \quad=\left(a \cos ^{2} \theta+2 b \cos \theta \sin \theta+c \sin ^{2} \theta\right) X^{2}+ \\
& +\left(a \sin ^{2} \theta-2 b \sin \theta \cos \theta+c \cos ^{2} \theta\right) Y^{2}+ \\
& +\left(-2 a \cos \theta \sin \theta+2 c \cos \theta \sin \theta+2 b \cos ^{2} \theta-\right. \\
& \left.-2 b \sin ^{2} \theta\right) X Y .
\end{aligned}
$$

Since, by hypothesis, the coefficient of $X Y$ must be equal to zero, we have the following equation for determining $\theta$ :

$$
2 b\left(\cos ^{2} \theta-\sin ^{2} \theta\right)-2(a-c) \sin \theta \cos \theta=0
$$

or

$$
2 b \cos 2 \theta-(a-c) \sin 2 \theta=0
$$

Thus,

$$
\tan 2 \theta=\frac{2 b}{a-c}
$$

62. It is obvious that

$$
\frac{x+y}{x-y}=\frac{\sin (20+\alpha+\beta)}{\sin (\alpha-\beta)}
$$

Therefore

$$
\begin{array}{r}
\frac{x+y}{x-y} \sin ^{2}(\alpha-\beta)+\frac{y+z}{y-z} \sin ^{2}(\beta-\gamma)+\frac{z+x}{z-x} \sin ^{2}(\gamma-\alpha)= \\
=\sin (2 \theta+\alpha+\beta) \sin (\alpha-\beta)+\sin (2 \theta+\beta+\gamma) \sin (\beta-\gamma)+ \\
+\sin (2 \theta+\gamma+\alpha) \sin (\gamma-\alpha) .
\end{array}
$$

But
$\sin (2 \theta+\alpha+\beta) \sin (\alpha-\beta)=\frac{1}{2}\{\cos (2 \theta+2 \beta)-\cos (2 \theta+2 \alpha)\}$.
Using a circular permutation, we easily check the validity of our identity.
63. $1^{\circ}$ Put

$$
\frac{\sin x}{a}=\frac{\sin y}{b}=\frac{\sin z}{c}=k .
$$

We then have

$$
\sin x=a k, \quad \sin y=b k, \quad \sin z=c k .
$$

On the other hand,
$\sin z=\sin (\pi-x-y)=\sin (x+y)=$ $=\sin x \cos y+\cos x \sin y$.
Hence
$a \cos y+b \cos x=c, b \cos z+c \cos y=a$,

$$
c \cos x+a \cos z=b
$$

Solving this system, we find
$\cos x=\frac{b^{2}+c^{2}-a^{2}}{2 b c}, \quad \cos y=\frac{c^{2}+a^{2}-b^{2}}{2 c a}$,

$$
\cos z=\frac{a^{2}+b^{2}-c^{2}}{2 a b}
$$

At $k=0$ we get also the following solution $\sin x=$ $=\sin y=\sin z=0$.

$$
\frac{\tan x}{a}=\frac{\tan y}{b}=\frac{\tan z}{c}=k .
$$

Hence

$$
\tan x=a k, \quad \tan y=b k, \quad \tan z=c k
$$

Adding these equalities term by term, we get (see Problem 40, Sec. 2)
$(a+b+c) k=\tan x+\tan y+\tan z=\tan x \tan y \tan z$.
Consequently,
Thus,

$$
(a+b+c) k-k^{3} a b c=0
$$

$$
k=0, \quad k= \pm \sqrt{\frac{a+b+c}{a b c}} .
$$

Hence either $\tan x=\tan y=\tan z=0$ or

$$
\begin{gathered}
\tan x= \pm \sqrt{\frac{(a+b+c) a}{b c}}, \quad \tan y= \pm \sqrt{\frac{(a+b+c) b}{a c}} \\
\tan z= \pm \sqrt{\frac{(a+b+c) c}{a b}} .
\end{gathered}
$$

64. We have

$$
\tan 2 b=\tan (x+y)=\frac{\tan x+\tan y}{1-\tan x \tan y} .
$$

But, by hypothesis,

$$
\tan x \tan y=a,
$$

therefore

$$
\tan x+\tan y=(1-a) \tan 2 b
$$

Knowing the product and sum of the tangents it is easy to find the tangents themselves (see Sec. 5).
65. Transform the equation in the following way

$$
\begin{gathered}
4^{x}+2^{2 x-1}=3^{x-\frac{1}{2}}+3^{x+\frac{1}{2}}, \quad 4^{x}+\frac{1}{2} \cdot 4^{x}=3^{x-\frac{1}{2}}(1+3) \\
4^{x} \cdot \frac{3}{2}=3^{x-\frac{1}{2}} \cdot 4
\end{gathered}
$$

Hence

$$
\frac{4^{x-1}}{2}=3^{x-\frac{3}{2}}, \quad 2^{2 x-3}=(\sqrt{3})^{2 x-3}
$$

And so

$$
\left(\frac{2}{\sqrt{3}}\right)^{2 x-3}=1
$$

Consequently,

$$
2 x-3=0 \text { and } x=\frac{3}{2} .
$$

66. Taking logarithms of both members of our equation, we find

$$
(x+1) \log _{10} x=0
$$

Hence

$$
x=1
$$

67. Taking logarithms of the first equation, we find

$$
x \log _{10} a+y \log _{10} b=\log _{10} m .
$$

Finally, we have to solve the system

$$
\begin{aligned}
x \log _{10} a+y \log _{10} b & =\log _{10} m, \\
x+y & =n .
\end{aligned}
$$

68. Put

$$
x=b^{\xi}, \quad y=a^{\eta}
$$

(from this problem on we assume that $a>0, b>0, a \neq 1$, $b \neq 1$ and find positive solutions).

Then (by virtue of the first equation):

$$
b^{\xi} y=a^{\eta x} .
$$

But

$$
b^{y}=a^{x} .
$$

Consequently,

$$
b^{\xi} y=\left(b^{y}\right)^{\xi}=a^{x \xi} .
$$

Hence

$$
a^{x_{\xi}}=a^{\eta x}, \quad x(\xi-\eta)=0
$$

Thus, either $x=0$ or $\eta=\xi$. But at $x=0$ we get $y=0$, Rejecting this solution, consider the case $\eta=\xi$,

Consequently,

$$
x=b^{\xi} \quad \text { and } \quad y=a^{\xi}
$$

But

$$
\begin{gathered}
x \log a=y \log b, \\
b^{\xi} \log a=a^{\xi} \log b, \quad\left(\frac{b}{a}\right)^{\xi}=\frac{\log b}{\log a} .
\end{gathered}
$$

Hence

$$
\xi(\log b-\log a)=\log \frac{\log b}{\log a}, \quad \xi=\frac{\log \frac{\log b}{\log a}}{\log b-\log a} .
$$

Therefore

$$
x=b^{5}=\left(\frac{\frac{\log \frac{\log b}{\log a}}{b^{\log b}} \cdot \frac{\log b}{\log b-\log a}}{) . . . . .}\right.
$$

Since the ratio of logarithms of two numbers is independent of the base chosen, in the expression

$$
\frac{\log \frac{\log b}{\log a}}{\log b}
$$

we may consider the first logarithms as taken to the base $b$. Then
and

$$
b^{\frac{\log \frac{\log b}{\log a}}{\log b}}=\frac{\log b}{\log a}
$$

$$
x=\left(\frac{\log b}{\log a}\right)^{\frac{\log b}{\log b-\log a}}
$$

Analogously, we find

$$
y=\left(\frac{\log b}{\log a}\right)^{\frac{\log a}{\log b-\log a}}
$$

69. Taking logarithms of the second equation, we find

$$
\frac{\log x}{\log a}=\frac{\log y}{\log b}
$$

Putting this ratio to be equal to $\xi$, we get

$$
x=a^{\xi}, \quad y=b^{\xi}
$$

Substituting these values into the first equation and assuming $a \neq b^{ \pm 1}$, we find $\xi=-1$. Thus

$$
x=\frac{1}{a}, \quad y=\frac{1}{b} .
$$

70. We have

$$
x=y^{\frac{x}{v}} .
$$

Consequently,

$$
x^{m}=y^{\frac{m x}{y}} .
$$

Making use of the second equation, we find

$$
y^{\frac{m x}{y}}=y^{n} .
$$

Hence, either $y=1$, and then $x=1$ or $\frac{m x}{y}=n$, i.e.

$$
x=\frac{n y}{m} .
$$

Substituting into the second equation, we have:

$$
\left(\frac{n y}{m}\right)^{m}=y^{n}, \quad y^{m-n}=\left(\frac{m}{n}\right)^{m}
$$

And so

$$
y=\left(\frac{m}{n}\right)^{\frac{n}{m-n}}, \quad x=y^{\frac{x}{y}}=\left(\frac{m}{n}\right)^{\frac{m}{m-n}} .
$$

## SOLUTIONS TO SECTION 5

1. We have

$$
x^{2} \frac{(b+x)(x+c)}{(x-b)(x-c)}=\frac{x^{3}(b+c+x)+x b c x}{(x-b)(x-c)} .
$$

Therefore the left member of our equation is equal to
$(b+c+x)\left[\frac{x^{3}}{(x-b)(x-c)}+\frac{b^{3}}{(b-x)(b-c)}+\frac{c^{3}}{(c-x)(c-b)}\right]+$

$$
+b c x\left[\frac{x}{(x-b)(x-c)}+\frac{b}{(b-x)(b-c)}+\frac{c}{(c-x)(c-b)}\right] .
$$

But (see Problem 8, Sec. 2)

$$
\begin{aligned}
& \frac{x^{3}}{(x-b)(x-c)}+\frac{b^{3}}{(b-x)(b-c)}+\frac{c^{3}}{(c-x)(c-b)}=b+c+x, \\
& \frac{x}{(x-b)(x-c)}+\frac{b}{(b-x)(b-c)}+\frac{c}{(c-x)(c-b)}=0 .
\end{aligned}
$$

Therefore the equation takes the form

$$
(b+c+x)^{2}=(b+c)^{2} .
$$

Hence

$$
\begin{gathered}
(b+c+x)^{2}-(b+c)^{2}=0 \\
(b+c+x-b-c)(b+c+x+b+c)=0
\end{gathered}
$$

and consequently

$$
x_{1}=0, \quad x_{2}=-2(b+c)
$$

2. Rewrite the equation in the following way

$$
\begin{gathered}
(x-a)(x-b)(x-c)(b-c)(c-a)(a-b)\left\{\frac{a^{3}}{(x-a)(c-a)(a-b)}+\right. \\
\left.+\frac{b^{3}}{(x-b)(b-c)(a-b)}+\frac{c^{3}}{(x-c)(c-a)(b-c)}\right\}=0 .
\end{gathered}
$$

As is known (see Problem 9, Sec. 2)

$$
\begin{aligned}
\frac{a^{3}}{(a-x)(a-b)(a-c)} & +\frac{b^{3}}{(b-x)(b-a)(b-c)}+ \\
& +\frac{c^{3}}{(c-x)(c-a)(c-b)}+\frac{x^{3}}{(x-a)(x-b)(x-c)}=1 .
\end{aligned}
$$

Therefore, the equation is rewritten as follows

$$
\begin{aligned}
&(x-a)(x-b)(x-c)(b-c)(c-a)(a-b) \times \\
& \times\left\{1-\frac{x^{3}}{(x-a)(x-b)(x-c)}\right\}=0
\end{aligned}
$$

or
$(b-c)(c-a)(a-b)\left[(x-a)(x-b)(x-c)-x^{3}\right]=0$.
Assuming that $a, b, c$ are not equal, we get

$$
\begin{aligned}
& (a+b+c) x^{2}-(a b+a c+b c) x+a b c=0, \\
& x=\frac{a b+a c+b c \pm \sqrt{(a b+a c+b c)^{2}-4 a b c(a+b+c)}}{2(a+b+c)}
\end{aligned}
$$

For the roots to be equal it is necessary and sufficient that

$$
(a b+a c+b c)^{2}-4 a b c(a+b+c)=0
$$

Hence

$$
\begin{gathered}
a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}-2 a^{2} b c-2 b^{2} a c-2 c^{2} a b=0 \\
(a b+a c-b c)^{2}-4 a^{2} b c=0 \\
\left(\frac{1}{c}+\frac{1}{b}-\frac{1}{a}\right)^{2}-\frac{4}{b c}=0
\end{gathered}
$$

Consequently,

$$
\left(\frac{1}{c}+\frac{1}{b}-\frac{1}{a}+\frac{2}{\sqrt{\overline{b c}}}\right)\left(\frac{1}{c}+\frac{1}{b}-\frac{1}{a}-\frac{2}{\sqrt{\overline{b c}}}\right)=0
$$

or

$$
\left[\left(\frac{1}{\sqrt{ } \bar{c}}+\frac{1}{\sqrt{\bar{b}}}\right)^{2}-\frac{1}{a}\right]\left[\left(\frac{1}{\sqrt{\bar{c}}}-\frac{1}{\sqrt{\bar{b}}}\right)^{2}-\frac{1}{a}\right]=0 .
$$

Finally

$$
\begin{gathered}
\left(\frac{1}{\sqrt{c}}+\frac{1}{\sqrt{\bar{b}}}-\frac{1}{\sqrt{\bar{a}}}\right)\left(\frac{1}{\sqrt{\bar{c}}}+\frac{1}{\sqrt{\bar{b}}}+\frac{1}{\sqrt{\bar{a}}}\right) \times \\
\times\left(\frac{1}{\sqrt{\bar{c}}}-\frac{1}{\sqrt{\bar{b}}}-\frac{1}{\sqrt{\bar{a}}}\right)\left(\frac{1}{\sqrt{\bar{c}}}-\frac{1}{\sqrt{\bar{b}}}+\frac{1}{\sqrt{\bar{a}}}\right)=0 .
\end{gathered}
$$

3. Rewrite the equation in the form

$$
\frac{(a-x)^{\frac{3}{2}}+(x-b)^{\frac{3}{2}}}{(a-x)^{\frac{1}{2}}+(x-b)^{\frac{1}{2}}}=a-b,
$$

wherefrom we have

$$
a-x-(a-x)^{\frac{1}{2}}(x-b)^{\frac{1}{2}}+x-b=a-b
$$

or

$$
\sqrt{(a-x)(x-b)}=0 .
$$

Thus, the required solutions will be

$$
x_{1}=a, \quad x_{2}=b .
$$

4. We have

$$
\sqrt{4 a+b-5 x}+\sqrt{4 b+a-5 x}=3 \sqrt{a+b-2 x} .
$$

Squaring both members of the equality and performing all
the necessary transformations, we get

$$
\sqrt{4 a+b-5 x} \cdot \sqrt{4 b+a-5 x}=2(a+b-2 x) .
$$

Squaring them once again, we find

$$
\begin{aligned}
(4 a+b)(4 b+a) & -5 x(4 a+b+4 b+a)+25 x^{2}= \\
& =4\left(a^{2}+b^{2}+4 x^{2}+2 a b-4 a x-4 b x\right)
\end{aligned}
$$

$$
x^{2}-a x-b x+a b=0
$$

and, consequently,

$$
x_{1}=a, \quad x_{2}=b .
$$

Substituting the found values into the original equation, we get

$$
\begin{aligned}
& \sqrt{b-a}+2 \sqrt{b-a}-3 \sqrt{b-a}=0 \\
& 2 \sqrt{a-b}+\sqrt{a-b}-3 \sqrt{a-b}=0
\end{aligned}
$$

Hence, if $a \neq b$, then the equation has two roots: $a$ and $\dot{b}$ (strictly speaking, if the operations with complex numbers are regarded as unknown, then there will be only one root).
5. Rewrite the given equation as

$$
(1+\lambda) x^{2}-(a+c+\lambda b+\lambda d) x+a c+\lambda b d=0 .
$$

Set up the discriminant of this equation $D(\lambda)$. We have

$$
D(\lambda)=(a+c+\lambda b+\lambda d)^{2}-4(1+\lambda)(a c+\lambda b d) .
$$

On transformation we obtain

$$
\begin{aligned}
D(\lambda)=\lambda^{2}(b-d)^{2}+2 \lambda(a b+a d+ & b c
\end{aligned}+d c-2 b d-~ 子, ~(a a c)+(a-c)^{2} . ~ \$
$$

We have to prove that $D(\lambda) \geqslant 0$ for any $\lambda$. Since $D(\lambda)$ is a second-degree trinomial in $\lambda$ and $D(0)=(a-c)^{2}>0$, it is sufficient to prove that the roots of this trinomial are imaginary. And for the roots of our trinomial to be imaginary, it is necessary and sufficient that the expression $4(a b+a d+b c+d c-2 b d-2 a c)^{2}-4(a-c)^{2}(b-d)^{2}$
be less than zero. We have

$$
\begin{aligned}
& 4(a b+a d+b c+d c-2 b d-2 a c)^{2}- \\
& \quad-4(a-c)^{2}(b-d)^{2}= \\
& =4(a b+a d+b c+d c-2 b d-2 a c- \\
& -a b+c b+a d-c d) \times \\
& \times(a b+a d+b c+d c-2 b d-2 a c+a b- \\
& \quad-c b-a d+c d)= \\
& =-16(b-a)(d-c)(c-b)(d-a) .
\end{aligned}
$$

The last expression is really less than zero by virtue of the given conditions

$$
a<b<c<d
$$

6. The original equation can be rewritten in the following way

$$
3 x^{2}-2(a+b+c) x+a b+a c+b c=0
$$

Let us prove that

$$
4(a+b+c)^{2}-12(a b+a c+b c) \geqslant 0
$$

We have

$$
\begin{aligned}
& 4(a+b+c)^{2}-12(a b+a c+b c)= \\
& =4\left(a^{2}+b^{2}+c^{2}-a b-a c-b c\right)= \\
& =2\left(2 a^{2}+2 b^{2}+2 c^{2}-2 a b-2 a c-2 b c\right)= \\
& =2\left\{\left(a^{2}-2 a b+b^{2}\right)+\left(a^{2}-2 a c+c^{2}\right)+\right. \\
& \left.\quad+\left(b^{2}-2 b c+c^{2}\right)\right\}= \\
& \quad=2\left\{(a-b)^{2}+(a-c)^{2}+(b-c)^{2}\right\} \geqslant 0
\end{aligned}
$$

7. Suppose the roots of both equations are imaginary. Then

$$
p^{2}-4 q<0, \quad p_{1}^{2}-4 q_{1}<0
$$

Consequently

$$
p^{2}+p_{1}^{2}-4 q-4 q_{1}<0, \quad p^{2}+p_{1}^{2}-2 p p_{1}<0, ~\left(p-p_{1}\right)^{2}<0
$$

which is impossible.
8. Let us rewrite the given equation as

$$
(a+b+c) x^{2}-2(a b+a c+b c) x+3 a b c=0
$$

Prove that its discriminant is greater than or equal to zero.
We have

$$
\begin{aligned}
& 4(a b+a c+b c)^{2}-12 a b c(a+b+c)= \\
& \quad=2\left\{(a b-a c)^{2}+(a b-b c)^{2}+(a c-b c)^{2}\right\} \geqslant 0
\end{aligned}
$$

9. $\cdot$ By properties of the quadratic equation we have the following system

$$
p+q=-p, \quad p q=q .
$$

From the second equation we get

$$
q(p-1)=0
$$

Hence, either $q=0$ or $p=1$. From the first one we find if $q=0$, then $p=0 ;$ if $p=1$, then $q=-2$.
Thus, we have two quadratic equations satisfying the set requirements

$$
x^{2}=0 \text { and } x^{2}+x-2=0
$$

10. We have

$$
\begin{aligned}
& x^{2}+y^{2}+z^{2}-x y-x z-y z= \\
& =\frac{1}{2}\left(2 x^{2}+2 y^{2}+2 z^{2}-2 x y-2 x z-2 y z\right)= \\
& \quad=\frac{1}{2}\left\{(x-y)^{2}+(x-z)^{2}+(y-z)^{2}\right\} \geqslant 0
\end{aligned}
$$

(see Problems 6 and 8).
But we can reason in a different way. Rearranging our expression in powers of $x$, we get $x^{2}-(y+z) x+y^{2}+$ $+z^{2}-y z$. To prove that this expression is greater than, or equal to, zero for all values of $x$, it is sufficient to prove that: firstly

$$
y^{2}+z^{2}-y z \geqslant 0
$$

and, secondly,

$$
(y+z)^{2}-4\left(y^{2}+z^{2}-y z\right) \leqslant 0
$$

It is evident that there exist the following identities

$$
\begin{gathered}
y^{2}+z^{2}-y z=\left(y-\frac{1}{2} z\right)^{2}+\frac{3}{4} z^{2} \\
(y+z)^{2}-4\left(y^{2}+z^{2}-y z\right)=-3(y-z)^{2}
\end{gathered}
$$

and, consequently, our assertion is proved.
11. We have

$$
x^{2}+y^{2}+z^{2}-\frac{a^{2}}{3}=x^{2}+y^{2}+(a-x-y)^{2}-\frac{a^{2}}{3} .
$$

It is necessary to show that the last expression is greater than, or equal to, zero for all values of $x$ and $y$. Rearranging this polynomial in powers of $y$, we get

$$
y^{2}+(x-a) y+x^{2}-a x+\frac{a^{2}}{3}
$$

It remains only to prove that for all values of $x$

$$
x^{2}-a x+\frac{a^{2}}{3} \geqslant 0, \quad(x-a)^{2}-4\left(x^{2}-a x+\frac{a^{2}}{3}\right) \leqslant 0
$$

We have

$$
\begin{gathered}
x^{2}-a x+\frac{a^{2}}{3}=\left(x-\frac{a}{2}\right)^{2}+\frac{1}{12} a^{2} \geqslant 0 \\
(x-a)^{2}-4\left(x^{2}-a x+\frac{a^{2}}{3}\right)=-3\left(x-\frac{1}{3} a\right)^{2} \leqslant 0
\end{gathered}
$$

which is the desired result. However, the proof can be carried out in a somewhat different way. Indeed, it is required to prove that

$$
3 x^{2}+3 y^{2}+3 z^{2} \geqslant a^{2}
$$

if

$$
x^{2}+y^{2}+z^{2}+2 x y+2 x z+2 y z=a^{2} .
$$

Consequently, it suffices to prove that

$$
3 x^{3}+3 y^{2}+3 z^{2} \geqslant x^{2}+y^{2}+z^{2}+2 x y+2 x z+2 y z
$$

or

$$
2 x^{2}+2 y^{2}+2 z^{2}-2 x y-2 x z-2 y z \geqslant 0
$$

And this last inequality is already known to us (see, for instance, Problem 6).
12. See the preceding problem.
13. By the properties of quadratic equation we may write

$$
\alpha+\beta=-p, \quad \alpha \beta=q .
$$

Therefore

$$
s_{1}=-p
$$

Since $\alpha$ and $\beta$ are roots of the equation

$$
x^{2}+p x+q^{2}=0
$$

we have

$$
\alpha^{2}+p \alpha+q=0, \quad \beta^{2}+p \beta+q=0
$$

Adding these equalities term by term, we find

$$
s_{2}+p s_{1}+2 q=0
$$

Hence

$$
s_{2}=-p s_{1}-2 q=p^{2}-2 q .
$$

Multiplying both members of our equation by $x^{k}$, we get

$$
x^{k+2}+p x^{k+1}+q x^{k}=0 .
$$

Substituting $\alpha$ and $\beta$ and adding, we find

$$
s_{k+2}+p s_{k+1}+q s_{k}=0
$$

Putting here $k=1$, we have

Further

$$
s_{3}=-p s_{2}-q s_{1} .
$$

$$
s_{3}=-p\left(p^{2}-2 q\right)+q p=3 p q-p^{3}
$$

Likewise we find

$$
s_{4}=p^{4}-4 p^{2} q+2 q^{2}, \quad s_{5}=-p^{5}+5 p^{3} q-5 p q^{2} .
$$

To obtain $s_{-1}$, let us put in our formula $k=-1$. We have

But

$$
s_{1}+p s_{0}+q s_{-1}=0
$$

Therefore

$$
s_{0}=2, \quad s_{1}=-p
$$

$$
q s_{-1}=+p-2 p=-p, \quad s_{-1}=-\frac{p}{q}
$$

Likewise we get $s_{-2}, s_{-3}, s_{-4}$ and $s_{-5}$. However, we may proceed as follows

$$
s_{-k}=\frac{1}{\alpha^{k}}+\frac{1}{\beta^{k}}=\frac{\alpha^{k}+\beta^{k}}{(\alpha \beta)^{k}}=\frac{s_{k}}{q^{k}},
$$

wherefrom all the desired values of $s_{-k}$ are readily found.
14. Let

$$
\sqrt[4]{\alpha}+\sqrt[4]{\bar{\beta}}=\omega .
$$

Then

$$
\omega^{4}=\alpha+4 \sqrt[4]{\alpha^{3} \beta}+6 \sqrt[4]{\alpha^{2} \beta^{2}}+4 \sqrt[4]{\alpha \beta^{3}}+\beta .
$$

But

$$
\alpha+\beta=-p, \quad \alpha \beta=q .
$$

Consequently

$$
\omega^{4}=-p+6 \sqrt{\bar{q}}+4 \sqrt[4]{\alpha \beta}(\sqrt{\alpha}+\sqrt{\bar{\beta}}) .
$$

But

$$
(\sqrt{\bar{\alpha}}+\sqrt{\bar{\beta}})^{2}=\alpha+\beta+2 \sqrt{\alpha \beta}=-p+2 \sqrt{\bar{q}},
$$

therefore

$$
\omega=\sqrt[4]{-p+6 \sqrt{q}+4 \sqrt[4]{q} \cdot \sqrt{-p+2 \sqrt{q}}} .
$$

15. Let $x$ be the common root of the given equations. Multiplying the first equation by $A^{\prime}$, and the second by $A$ and subtracting them termwise, we get

$$
\left(A B^{\prime}-A^{\prime} B\right) x+A C^{\prime}-A^{\prime} C=0 .
$$

Likewise, multiplying the first one by $B^{\prime}$ and the second by $B$ and subtracting, we find

$$
\left(A B^{\prime}-A^{\prime} B\right) x^{2}+B C^{\prime}-B^{\prime} C=0 .
$$

Take the value of $x$ from the first obtained equality and substitute it into the second one. Thus, we obtain the, required result.
16. Adding all the three equations termwise, we find

Hence

$$
(x+y+z)^{2}=a^{2}+b^{2}+c^{2}
$$

$$
x+y+z= \pm \sqrt{a^{2}+b^{2}+c^{2}} .
$$

Consequently

$$
\begin{gathered}
x=\frac{a^{2}}{ \pm \sqrt{a^{2}+b^{2}+c^{2}}}, \quad y=\frac{b^{2}}{ \pm \sqrt{a^{2}+b^{2}+c^{2}}} \\
z=\frac{c^{2}}{ \pm \sqrt{a^{2}+b^{2}+c^{2}}}
\end{gathered}
$$

17. It is obvious that the system can be rewritten in the following way

$$
\begin{aligned}
& (x+z)(x+y)=a \\
& (y+z)(y+x)=b \\
& (z+x)(z+y)=c
\end{aligned}
$$

Multiplying these equations and extracting a square root from both members of the obtained equality, we have

$$
(x+z)(x+y)(y+z)= \pm l^{\prime} \overline{a b c} .
$$

Hence

$$
y+z= \pm \frac{\sqrt{\overline{a b c}}}{a}, \quad x+z=\frac{ \pm \sqrt{ } \overline{a b c}}{b}, \quad x+y= \pm \frac{\sqrt{a b c}}{c} .
$$

Adding these equalities termwise, we find

$$
x+y+z= \pm \frac{\sqrt{a b c}}{2}\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}\right)
$$

But since

$$
y+z= \pm \frac{\sqrt{a b c}}{a}
$$

we have

$$
x= \pm \frac{\sqrt{a b c}}{2}\left(\frac{1}{b}+\frac{1}{c}-\frac{1}{a}\right) .
$$

Analogously

$$
y= \pm \frac{\sqrt{a b c}}{2}\left(\frac{1}{a}+\frac{1}{c}-\frac{1}{b}\right), \quad z= \pm \frac{\sqrt{a b c}}{2}\left(\frac{1}{b}+\frac{1}{a}-\frac{1}{c}\right)
$$

simultaneously taking either pluses or minuses everywhere
18. Put

$$
y+x=\gamma, \quad x+z=\beta, \quad y+z=\alpha .
$$

Then our equations take the form

$$
\begin{aligned}
& \gamma+\beta=a \gamma \beta \\
& \alpha+\gamma=b \alpha \gamma \\
& \beta+\alpha=c \alpha \beta
\end{aligned}
$$

Solving this system (see Sec. 4, Problem 17), we find the solutions of the original system

$$
\begin{gathered}
x=y=z=0 \\
x=\frac{1}{2}\left(\frac{1}{p-b}+\frac{1}{p-c}-\frac{1}{p-a}\right), \\
y=\frac{1}{2}\left(\frac{1}{p-c}+\frac{1}{p-a}-\frac{1}{p-b}\right), \\
z=\frac{1}{2}\left(\frac{1}{p-a}+\frac{1}{p-b}-\frac{1}{p-c}\right),
\end{gathered}
$$

where

$$
2 p=a+b+c
$$

19. Adding unity to both members of the equations, we get

$$
\begin{aligned}
& 1+y+z+y z=a+1 \\
& 1+x+z+x z=b+1 \\
& 1+x+y+x y=c+1
\end{aligned}
$$

or

$$
\begin{aligned}
& (1+y)(1+z)=a+1 \\
& (1+x)(1+z)=b+1 \\
& (1+y)(1+x)=c+1
\end{aligned}
$$

Multiplying these equations, we get

$$
(1+x)^{2}(1+y)^{2}(1+z)^{2}=(1+a)(1+b)(1+c)
$$

or

$$
(1+x)(1+y)(1+z)= \pm \sqrt{(1+a)(1+b)(1+c)}
$$

Consequently,

$$
\begin{gathered}
1+x= \pm \sqrt{\frac{(1+b)(1+c)}{1+a}}, \quad 1+y= \pm \sqrt{\frac{(1+a)(1+c)}{1+b}}, \\
1+z= \pm \sqrt{\frac{(1+a)(1+\bar{b})}{1+c}} .
\end{gathered}
$$

20. Multiplying the given equations, we obtain

$$
(x y z)^{2}=a b c x y z
$$

First of all we have an obvious solution $x=y=z=0$. Then

$$
x y z=a b c .
$$

From the original equations we find

$$
x y z=a x^{2}, \quad x y z=b y^{2}, \quad x y z=c z^{2}
$$

Hence

$$
\begin{aligned}
& a x^{2}=a b c, \quad b y^{2}=a b c, \quad c z^{2}=a b c, \\
& x^{2}=b c, \quad y^{2}=a c, \quad z^{2}=a b .
\end{aligned}
$$

Thus, we have the following solution set

$$
\begin{array}{lll}
x=\sqrt{b c}, & y=\sqrt{a c}, & z=\sqrt{a b} ; \\
x=-\sqrt{b c}, & y=-\sqrt{a c}, & z=\sqrt{a b} ; \\
x=\sqrt{b c}, & y=-\sqrt{a c}, & z=-\sqrt{a b} ; \\
x=-\sqrt{b c}, & y=\sqrt{a c}, & z=-\sqrt{a b} .
\end{array}
$$

21. Adding the first two equations and subtracting the third one, we get

$$
2 x^{2}=(c+b-a) x y z
$$

Likewise we find

$$
2 y^{2}=(c+a-b) x y z, \quad 2 z^{2}=(a+b-c) x y z
$$

Singling out the solution

$$
x=y=z=0
$$

we have

$$
\begin{aligned}
& 2 x=(c+b-a) y z, \quad 2 y=(c+a-b) x z \\
& 2 z=(a+b-c) x y
\end{aligned}
$$

Then proceed as in the preceding problem.
22. The system is reduced to the form

$$
\begin{aligned}
& x y+x z=a^{2}, \\
& y z+y x=b^{2}, \\
& z x+z y=c^{2} .
\end{aligned}
$$

Adding these equations term by term, we find

$$
x y+x z+y z=\frac{1}{2}\left(a^{2}+b^{2}+c^{2}\right)
$$

Taking into consideration the first three equations, we get

$$
y z=\frac{b^{2}+c^{2}-a^{2}}{2}, \quad z x=\frac{a^{2}+c^{2}-b^{2}}{2}, \quad x y=\frac{a^{2}+b^{2}-c^{2}}{2} .
$$

Multiplying them, we have

$$
(x y z)^{2}=\frac{\left(b^{2}+c^{2}--a^{2}\right)\left(a^{2}+c^{2}-b^{2}\right)\left(a^{2}+b^{2}-c^{2}\right)}{8},
$$

i.e.

$$
x y z= \pm \sqrt{\frac{\left(b^{2}+c^{2}-a^{2}\right)\left(a^{2}+c^{2}-b^{2}\right)\left(a^{2}+b^{2}-c^{2}\right)}{8}} .
$$

Now we easily find

$$
\begin{aligned}
& x= \pm \sqrt{\frac{\left(a^{2}+c^{2}-b^{2}\right)\left(a^{2}+b^{2}-c^{2}\right)}{8\left(b^{2}+c^{2}-a^{2}\right)}} \\
& y= \pm \sqrt{\frac{\left(a^{2}+b^{2}-c^{2}\right)\left(b^{2}+c^{2}-a^{2}\right)}{8\left(a^{2}+c^{2}-b^{2}\right)}} \\
& z= \pm \sqrt{\frac{\left(a^{2}+c^{2}-b^{2}\right)\left(b^{2}+c^{2}-a^{2}\right)}{8\left(a^{2}+b^{2}-c^{2}\right)}}
\end{aligned}
$$

23. Adding and subtracting the given equations termwise, we find

$$
\begin{aligned}
& x^{3}+y^{3}=a(x+y)+b(x+y)=(a+b)(x+y), \\
& x^{3}-y^{3}=a(x-y)-b(x-y)=(a-b)(x-y) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& (x+y)\left(x^{2}-x y+y^{2}-a-b\right)=0 \\
& (x-y)\left(x^{2}+x y+y^{2}-a+b\right)=0
\end{aligned}
$$

Thus, we have to consider the following systems

$$
\begin{aligned}
& 1^{\circ} x+y=0, \quad x-y=0 \\
& 2^{\circ} x+y=0, \quad x^{2}+x y+y^{2}-a+b=0 \\
& 3^{\circ} x-y=0, \quad x^{2}-x y+y^{2}-a-b=0 \\
& 4^{\circ} x^{2}-x y+y^{2}-a-b=0, x^{2}+x y+y^{2}-a+ \\
& +b=0 .
\end{aligned}
$$

The first three systems yield the following solutions

$$
\begin{aligned}
& 1^{\circ} x=y=0 \\
& 2^{\circ} x= \pm \sqrt{a-b}, \quad y=\mp \sqrt{a-b} \\
& ?^{\circ} x=y= \pm \sqrt{a+b} .
\end{aligned}
$$

The last system is reduced to the following one

$$
x^{2}+y^{2}=a, \quad x y=-b
$$

Solving it, we get

$$
\begin{aligned}
& x=\frac{1}{2}(\varepsilon \sqrt{a-2 b}+\eta \sqrt{a+2 b}), \\
& y=\frac{1}{2}(\varepsilon \sqrt{a-2 b}-\eta \sqrt{a+2 b}),
\end{aligned}
$$

where $\varepsilon$ and $\eta$ take on the values $\pm 1$ independently of each other. Thus, we get four more solutions.
24. Reduce the system to the following form

$$
\begin{aligned}
& (x+y-z)(x+z-y)=a \\
& (y+z-x)(y+x-z)=b \\
& (x+z-y)(z+y-x)=c
\end{aligned}
$$

Multiplying and taking a square root, we get

$$
(x+y-z)(x+z-y)(y+z-x)= \pm \sqrt{a b c}
$$

Further

$$
\begin{aligned}
y+z-x & = \pm \sqrt{\frac{b c}{a}} \\
x+z-y & = \pm \sqrt{\frac{a c}{b}} \\
x+y-z & = \pm \sqrt{\frac{a b}{c}}
\end{aligned}
$$

Consequently

$$
\begin{gathered}
x= \pm\left(\sqrt{\frac{a c}{b}}+\sqrt{\frac{a b}{c}}\right), \quad y= \pm\left(\sqrt{\frac{b c}{a}}+\sqrt{\frac{a b}{c}}\right) \\
z= \pm\left(\sqrt{\frac{b c}{a}}+\sqrt{\frac{a c}{b}}\right)
\end{gathered}
$$

25. Put

$$
\frac{x+y}{x+y+c x y}=\gamma, \quad \frac{y+z}{y+z+a y z}=\alpha, \quad \frac{x+z}{x+z+b x z}=\beta
$$

Then the system takes the form

$$
b \gamma+c \beta=a, \quad c \alpha+a \gamma=b, \quad a \beta+b \alpha=c
$$

or

$$
\frac{\gamma}{c}+\frac{\beta}{b}=\frac{a}{b c}, \quad \frac{\alpha}{a}+\frac{\gamma}{c}=\frac{b}{a c}, \quad \frac{\beta}{b}+\frac{\alpha}{a}=\frac{c}{a b} .
$$

Therefore

$$
\frac{\alpha}{a}+\frac{\beta}{b}+\frac{\gamma}{c}=\frac{1}{2} \frac{a^{2}+b^{2}+c^{2}}{a b c}
$$

and, consequently,

$$
\alpha=\frac{b^{2}+c^{2}--a^{2}}{2 b c}, \quad \beta=\frac{a^{2}+c^{2}-b^{2}}{2 a c}, \quad \gamma=\frac{a^{2}+b^{2}-c^{2}}{2 a b} .
$$

Further

$$
\frac{x+y+c x y}{x+y}=\frac{1}{\gamma}, \quad \frac{c x y}{x+y}=\frac{1}{\gamma}-1, \quad \frac{x+y}{c x y}=\frac{\gamma}{1-\gamma} .
$$

Finally

$$
\frac{1}{x}+\frac{1}{y}=\frac{c \gamma}{1-\gamma}
$$

Analogously, we find

$$
\frac{1}{x}+\frac{1}{z}=\frac{b \beta}{1-\beta}, \quad \frac{1}{y}+\frac{1}{z}=\frac{a \alpha}{1-\alpha},
$$

wherefrom we find $x, y$ and $z$.
26. Multiplying the first, second and third equations respectively by $y, z$ and $x$, we get

$$
c x+a y+b z=0
$$

Likewise, multiplying these equations by $z, x$ and $y$, we find

$$
b x+c y+a z=0
$$

From these two equations (see Problem 35, Sec. 4) we obtain

$$
\frac{x}{a^{2}-b c}=\frac{y}{b^{2}-a c}=\frac{z}{c^{2}-a b}=\lambda,
$$

i.e.

$$
x=\left(a^{2}-b c\right) \lambda, \quad y=\left(b^{2}-a c\right) \lambda, \quad z=\left(c^{2}-a b\right) \lambda .
$$

Substituting these expressions into the third equation, we find

$$
\lambda^{2}=\frac{c}{\left(c^{2}-a b\right)^{2}-\left(a^{2}-b c\right)\left(b^{2}-a c\right)}=\frac{1}{a^{3}+b^{3}+c^{3}-3 a b c} .
$$

Now it is easy to find $x, y$ and $z$.
27. Rewrite the system as follows

$$
\begin{aligned}
& \left(y^{2}-x z\right)+\left(z^{2}-x y\right)=a \\
& \left(x^{2}-y z\right)+\left(z^{2}-x y\right)=b \\
& \left(x^{2}-z y\right)+\left(y^{2}-z x\right)=c
\end{aligned}
$$

Hence
$x^{2}-y z=\frac{b+c-a}{2}, \quad y^{2}-x z=\frac{a+c-b}{2}, \quad z^{2}-x y=\frac{a+b-c}{2}$,
i.e. we have obtained a system as in the preceding problem
28. Subtracting the equations term by term, we have

$$
\begin{aligned}
& (x-y)(x+y+z)=b^{2}-a^{2} \\
& (x-z)(x+y+z)=c^{2}-a^{2}
\end{aligned}
$$

Put $x+y+z=t$, then

$$
(x-y) t=b^{2}-a^{2}, \quad(x-z) t=c^{2}-a^{2}
$$

Adding these two equations termwise, we have

$$
[3 x-(x+y+z)] t=b^{2}+c^{2}-2 a^{2}
$$

Hence

$$
x=\frac{t^{2}+b^{2}+c^{2}-2 a^{2}}{3 t}
$$

Analogously

$$
y=\frac{t^{2}+a^{2}+c^{2}-2 b^{2}}{3 t}, \quad z=\frac{t^{2}+a^{2}+b^{2}-2 c^{2}}{3 t}
$$

Substituting these values of $x, y$ and $z$ in one of the equations, we find

$$
\begin{aligned}
t^{4}-\left(a^{2}+b^{2}+c^{2}\right) t^{2}+a^{4}+b^{4} & +c^{4}- \\
& -a^{2} b^{2}-a^{2} c^{2}-b^{2} c^{2}=0
\end{aligned}
$$

Hence

$$
t^{2}=\frac{a^{2}+b^{2}+c^{2} \pm \sqrt{3(a+b+c)(-a+b+c)(a-b+c)(a+b-c)}}{2} .
$$

Knowing $t$, we obtain the values of $x, y$ and $z$.
29. We have the following identities

$$
\begin{aligned}
& \quad(x+y+z)^{2}-\left(x^{2}+y^{2}+z^{2}\right)=2(x y+x z+y z) \\
& (x+y+z)^{3}-\left(x^{3}+y^{3}+z^{3}\right)= \\
& \quad=3(x+y+z)(x y+x z+y z)-3 x y z
\end{aligned}
$$

Taking into account the second and third equations of our system, we get from the first identity

$$
x y+x z+y z=0
$$

From the second identity we have

$$
x y z=0 .
$$

Thus, we obtain the following solutions of our system

$$
\begin{array}{ll}
x=0, & y=0, \\
x=0, & z=a \\
x=a, & z=0 \\
x=0, & z=0
\end{array}
$$

30. Let $x, y, z$ and $u$ be the roots of the following fourthdegree equation

$$
\begin{equation*}
\alpha^{4}-p \alpha^{3}+q \alpha^{2}-r \alpha+t=0 \tag{*}
\end{equation*}
$$

Put

$$
x^{k}+y^{k}+z^{h}+u^{k}=s_{k} .
$$

Then

$$
s_{4}-p s_{3}+q s_{2}-r s_{1}+t=0 .
$$

But by hypothesis

$$
s_{4}=a^{4}, \quad s_{3}=a^{3}, \quad s_{2}=a^{2}, \quad s_{1}=a .
$$

Therefore, the following identity must take place

$$
a^{4}-p a^{3}+q a^{2}-r a+t=0
$$

i.e. the equation (*) has the root $\alpha=a$, and therefore one of the unknowns, say $x$, is equal to $a$.

Then there must take place the equalities
$u+y+z=0, \quad u^{2}+y^{2}+z^{2}=0, \quad u^{3}+y^{3}+z^{3}=0$, and, consequently, (by virtue of the results of the last problem)

$$
u=y=z=0
$$

Thus, the given system has the following solutions

$$
\begin{aligned}
& x=a, \quad u=y=z=0 \\
& y=a, \quad x=u=z=0 \\
& z=a, \quad x=y=u=0 \\
& \quad u=a, \quad x=y=z=0
\end{aligned}
$$

31. Equivalence of these systems follows from the identity

$$
\begin{gathered}
\left(a^{2}+b^{2}+c^{2}-1\right)^{2}+\left(a^{\prime 2}+b^{\prime 2}+c^{\prime 2}-1\right)^{2}+ \\
+\left(a^{\prime \prime 2}+b^{\prime \prime 2}+c^{\prime 2}-1\right)^{2}+2\left(a a^{\prime}+b b^{\prime}+c c^{\prime}\right)^{2}+ \\
+2\left(a a^{\prime \prime}+b b^{\prime \prime}+c c^{\prime \prime}\right)^{2}+2\left(a^{\prime} a^{\prime \prime}+b^{\prime} b^{\prime \prime}+c^{\prime} c^{\prime \prime}\right)^{2}= \\
=\left(a^{2}+a^{\prime 2}+a^{\prime \prime 2}-1\right)^{2}+\left(b^{2}+b^{\prime 2}+b^{\prime \prime 2}-1\right)^{2}+ \\
+\left(c^{2}+c^{\prime 2}+c^{\prime \prime 2}-1\right)^{2}+2\left(a b+a^{\prime} b^{\prime}+a^{\prime \prime} b^{\prime \prime}\right)^{2}+ \\
+2\left(a c+a^{\prime} c^{\prime}+a^{\prime \prime} c^{\prime \prime}\right)^{2}+ \\
+2\left(b c+b^{\prime} c^{\prime}+b^{\prime \prime} c^{\prime \prime}\right)^{2} .
\end{gathered}
$$

It should be noted that nine coefficients: $a, a^{\prime}, a^{\prime \prime}, b$, $b^{\prime}, b^{\prime \prime}, c, c^{\prime}$ and $c^{\prime \prime}$ can be (as it was established by Euler) expressed in terms of three independent quantities $p, q$ and $r$ in the following way

$$
\begin{aligned}
a=\frac{1+p^{2}-q^{2}-r^{2}}{N}, & b=\frac{2(r+p q)}{N}, & c=\frac{2(-q+p r)}{N}, \\
a^{\prime}=\frac{2(-r+p q)}{N}, & b^{\prime}=\frac{1-p^{2}+q^{2}-r^{2}}{N}, & c^{\prime}=\frac{2(p+q r)}{N}, \\
a^{\prime \prime}=\frac{2(q+p r)}{N}, & b^{\prime \prime}=\frac{2(-p+r q)}{N}, & c^{\prime \prime}=\frac{1-p^{2}-q^{2}+r^{2}}{N} \\
& \left(N=1+p^{2}+q^{2}+r^{2}\right) . &
\end{aligned}
$$

32. Multiplying the first three equalities, we get

$$
x^{2} y^{2} z^{2}(y+z)(x+z)(x+y)=a^{3} b^{3} c^{3}
$$

Using the fourth equality, we have

$$
(y+z)(x+z)(x+y)=a b c
$$

or

$$
x^{2}(y+z)+y^{2}(x+z)+z^{2}(x+y)+2 x y z=a b c .
$$

But adding the first three equalities, we find

$$
x^{2}(y+z)+y^{2}(x+z)+z^{2}(x+y)=a^{3}+b^{3}+c^{3}
$$

Thus, finally

$$
a^{3}+b^{3}+c^{3}+a b c=0
$$

33. Adding the three given equalities, we get

$$
a+b+c=\frac{(y-z)(z-x)(x-y)}{x y z}
$$

Similarly, we have

$$
\begin{aligned}
& a-b-c=\frac{(y-z)(z+x)(x+y)}{x y z}, \\
& b-c-a=\frac{(z-x)(x+y)(y+z)}{x y z}, \\
& c-a-b=\frac{(x-y)(y+z)(z+x)}{x y z} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& (a+b+c)(b+c-a)(a+c-b)(a+b-c)= \\
& \quad=-\left(\frac{y}{z}-\frac{z}{y}\right)^{2}\left(\frac{z}{x}-\frac{x}{z}\right)^{2} \cdot\left(\frac{x}{y}-\frac{y}{x}\right)^{2}=-a^{2} b^{2} c^{2} .
\end{aligned}
$$

Hence, we finally get the result of the elimination

$$
2 b^{2} c^{2}+2 b^{2} a^{2}+2 a^{2} c^{2}-a^{4}-b^{4}-c^{4}+a^{2} b^{2} c^{2}=0
$$

34. We have

$$
\frac{y}{z}+\frac{z}{y}=2 a, \quad \frac{z}{x}+\frac{x}{z}=2 b, \quad \frac{x}{y}+\frac{y}{x}=2 c .
$$

Squaring these equalities and adding them, we get

$$
\frac{y^{2}}{z^{2}}+\frac{z^{2}}{y^{2}}+\frac{z^{2}}{x^{2}}+\frac{x^{2}}{z^{2}}+\frac{x^{2}}{y^{2}}+\frac{y^{2}}{x^{2}}+6=4 a^{2}+4 b^{2}+4 c^{2} .
$$

On the other hand, multiplying these equalities, we find

$$
\frac{y^{2}}{z^{2}}+\frac{z^{2}}{y^{2}}+\frac{z^{2}}{x^{2}}+\frac{x^{2}}{z^{2}}+\frac{x^{2}}{y^{2}}+\frac{y^{2}}{x^{2}}+2=8 a b c .
$$

Consequently, the result of eliminating $x, y$ and $z$ from the given system is

$$
a^{2}+b^{2}+c^{2}-2 a b c=1
$$

35. We have an identity

$$
\begin{aligned}
(a+b+c)(b+c-a)(a+c & -b)(a+b-c)= \\
& =4 b^{2} c^{2}-\left(b^{2}+c^{2}-a^{2}\right)^{2}
\end{aligned}
$$

Replacing in the right member $a^{2}, b^{2}$ and $c^{2}$ by their expressions in terms of $x, y$ and $z$, and using the relationship
we get

$$
x y+x z+y z=0
$$

$$
4 b^{2} c^{2}-\left(b^{2}+c^{2}-a^{2}\right)^{2}=0
$$

Thus, the actual result of eliminating $x, y$ and $z$ from the given system is

$$
(a+b+c)(b+c-a)(a+c-b)(a+b-c)=0
$$

36. We have

$$
\begin{aligned}
(x+y)^{3}= & x^{3}+y^{3}+3 x y(x+y)= \\
& =x^{3}+y^{3}+\frac{3}{2}(x+y)\left[(x+y)^{2}-\left(x^{2}+y^{2}\right)\right]
\end{aligned}
$$

And so

$$
(x+y)^{3}=3(x+y)\left(x^{2}+y^{2}\right)-2\left(x^{3}+y^{3}\right)
$$

But

$$
x+y=a, \quad x^{2}+y^{2}=b, \quad x^{3}+y^{3}=c .
$$

Consequently, the result of the elimination is

$$
a^{3}=3 a b-2 c .
$$

37. Put

$$
\frac{x}{a}=\frac{y}{b}=\frac{z}{c}=\frac{1}{\lambda} .
$$

Then

$$
\begin{equation*}
a=x \lambda, \quad b=y \lambda, \quad c=z \lambda \tag{*}
\end{equation*}
$$

On the other hand, we have

$$
(a+b+c)^{2}=a^{2}+b^{2}+c^{2}+2 a b+2 a c+2 b c .
$$

Since $a+b+c=1, a^{2}+b^{2}+c^{2}=1$, we obtain from the last equality

$$
a b+a c+b c=0
$$

Taking into consideration the equalities (*), we find

$$
x y+x z+y z=0
$$

38. We have

$$
\left(\alpha-\frac{z}{x}\right)\left(\alpha-\frac{x}{y}\right)\left(\alpha-\frac{y}{z}\right)=\gamma
$$

or

$$
\alpha^{3}-\left(\frac{z}{x}+\frac{x}{y}+\frac{y}{z}\right) \alpha^{2}+\left(\frac{z}{y}+\frac{x}{z}+\frac{y}{x}\right) \alpha-1=\gamma .
$$

Hence

$$
\alpha \beta-1=\gamma .
$$

39. From the first two equalities we find

$$
\left.\begin{array}{r}
z(d-c)+x(d-a)+y(d-b)=0  \tag{*}\\
w(d-c)+x(a-c)+y(b-c)=0
\end{array}\right\}
$$

Multiplying the first equality by $y$, and the second by $x$, and adding them, we get

$$
(z y+w x)(d-c)=x^{2}(c-a)+y^{2}(b-d)+
$$

We find in the same way that

$$
\begin{aligned}
(z x+w y)(d-c)=x^{2}(a-d)+ & y^{2} \\
& (c-b)+ \\
& +x y(b+c-a-d)
\end{aligned}
$$

$z w(d-c)^{2}=x^{2}(a-d)(c-a)+$

$$
\begin{aligned}
& +y^{2}(b-d)(c-b)+ \\
& +x y[(a-d)(c-b)+(b-d)(c-a)]
\end{aligned}
$$

Substituting the found expressions for $z y+w x, z x+w y$ and $z w$ into the third equality, we get

$$
A x^{2}+2 B x y+C y^{2}=0
$$

where

$$
\begin{gathered}
A=(c-a)(a-d)^{2}(b-c)^{2}+(c-d) \times \\
\times(b-d)^{2}(c-a)^{2}+ \\
\quad+(a-d)(c-a)(d-c)(a-b)^{2} \\
C=(b-d)(a-d)^{2}(b-c)^{2}+ \\
\quad+(c-b)(b-d)^{2}(c-a)^{2}+ \\
\quad+(b-d)(c-b)(d-c)(a-b)^{2} \\
2 B=(a+c-b-d)(a-d)^{2}(b-c)^{2}+ \\
\quad+(b+c-a-d)(b-d)^{2}(c-a)^{2}+ \\
\quad+(d-c)^{3}(a-t)^{2}+[(a-d)(c-b)+ \\
\quad+(b-d)(c-a)](d-c)(a-b)^{2}
\end{gathered}
$$

Performing all the necessary transformations (the work can be simplified by making use of the result of Problem 8,

Sec. 2), we find

$$
\begin{aligned}
& A=(a-d)^{2}(c-a)^{2}(c-d) \\
& B=(d-c)(a-d)(b-c)(a-c)(d-b) \\
& C=(c-b)^{2}(b-d)^{2}(c-d)
\end{aligned}
$$

Therefore we have
$A x^{2}+2 B x y+C y^{2}=(c-d)[(a-d)(a-c) x-$

$$
-(b-c)(d-b) y]^{2}=0
$$

Hence

$$
\frac{x}{(b-c)(d-b)}=\frac{y}{(a-d)(a-c)} .
$$

Substituting these values into the equality (*), we get the required proportion.
40. $1^{\circ} \mathrm{We}$ have

$$
2 \cos \frac{\alpha+\beta}{2} \cos \frac{\alpha-\beta}{2}-\left(2 \cos ^{2} \frac{\alpha+\beta}{2}-1\right)=\frac{3}{2}
$$

or

$$
4 \cos ^{2} \frac{\alpha+\beta}{2}-4 \cos \frac{\alpha-\beta}{2} \cos \frac{\alpha+\beta}{2}+1=0 .
$$

Hence

$$
\cos \frac{\alpha+\beta}{2}=\frac{4 \cos \frac{\alpha-\beta}{2} \pm \sqrt{16 \cos ^{2} \frac{\alpha-\beta}{2}-16}}{8}
$$

Since the radicand is equal to $-16 \sin ^{2} \frac{\alpha-\beta}{2}$ and $\cos \frac{\alpha+\beta}{2}$ is real, the expression $-16 \sin ^{2} \frac{\alpha-\beta}{2}$ must be greater than, or equal to, zero. But this expression cannot exceed zero. Therefore we have

$$
\sin \frac{\alpha-\beta}{2}=0 .
$$

But since $0<\alpha<\pi$ and $0<\beta<\pi$, we have $\alpha=\beta$ and, consequently,

$$
\cos \alpha=\frac{1}{2}
$$

and

$$
\alpha=\beta=\frac{\pi}{3} .
$$

$2^{\circ}$ Analogous to $1^{\circ}$.
41. By hypothesis

$$
2 \cos \frac{\theta+\varphi}{2} \cos \frac{\theta-\varphi}{2}=a, \quad 2 \sin \frac{\theta+\varphi}{2} \cos \frac{\theta-\varphi}{2}=b .
$$

Hence

$$
\tan \frac{\theta+\varphi}{2}=\frac{b}{a} .
$$

But

$$
\cos x=\frac{1-\tan ^{2} \frac{x}{2}}{1+\tan ^{2} \frac{x}{2}}, \quad \sin x=\frac{2 \tan \frac{x}{2}}{1+\tan ^{2} \frac{x}{2}} .
$$

Therefore
$\cos (\theta+\varphi)=\frac{1-\frac{b^{2}}{a^{2}}}{1+\frac{b^{2}}{a^{2}}}=\frac{a^{2}-b^{2}}{a^{2}+b^{2}}, \quad \sin (\theta+\varphi)=\frac{2 \cdot \frac{b}{a}}{1+\frac{b^{2}}{a^{2}}}=\frac{2 a b}{a^{2}+b^{2}}$.
42. By hypothesis we have $a \cos \alpha+b \sin \alpha=c$, $a \cos \beta+b \sin \beta=c$. Adding these equalities termwise we find

$$
2 a \cos \frac{\alpha+\beta}{2} \cos \frac{\alpha-\beta}{2}+2 b \sin \frac{\alpha+\beta}{2} \cos \frac{\alpha-\beta}{2}=2 c .
$$

Hence

$$
\begin{aligned}
& \cos \frac{\alpha-\beta}{2}=\frac{c}{a \cos \frac{\alpha+\beta}{2}+b \sin \frac{\alpha+\beta}{2}}= \\
&=\frac{c}{\cos \frac{\alpha+\beta}{2}\left(a+b \tan \frac{\alpha+\beta}{2}\right)}
\end{aligned}
$$

Subtracting now the given equalities termwise, we obtain

$$
-2 a \sin \frac{\alpha+\beta}{2} \sin \frac{\alpha-\beta}{2}+2 b \sin \frac{\alpha-\beta}{2} \cos \frac{\alpha+\beta}{2}=0 .
$$

Since $\alpha$ and $\beta$ are different solutions of the equation, then $\sin \frac{\alpha-\beta}{2} \neq 0$. Consequently, the last equality yields

$$
\tan \frac{\alpha+\beta}{2}=\frac{b}{a} .
$$

Let us return to computing $\cos ^{2} \frac{\alpha-\beta}{2}$. We have

$$
\begin{aligned}
& \cos ^{2} \frac{\alpha-\beta}{2}=\frac{c^{2}}{\cos ^{2} \frac{\alpha+\beta}{2}\left(a+b \tan \frac{\alpha+\beta}{2}\right)^{2}}= \\
&=c^{2}\left(1+\frac{b^{2}}{a^{2}}\right) \frac{1}{\left(a+b \frac{b}{a}\right)^{2}}=\frac{c^{2}}{a^{2}+b^{2}} .
\end{aligned}
$$

43. Rewrite the given equalities in the following way

$$
\begin{aligned}
\sin \theta(b \cos \alpha-a \cos \beta) & =\cos \theta(b \sin \alpha-a \sin \beta) \\
\sin \theta(d \sin \alpha-c \sin \beta) & =\cos \theta(c \cos \beta-d \cos \alpha)
\end{aligned}
$$

Eliminating $\theta$, we find $(b \cos \alpha-a \cos \beta)(c \cos \beta-d \cos \alpha)=$

$$
=(b \sin \alpha-a \sin \beta)(d \sin \alpha-c \sin \beta)
$$

Hence
$b c \cos \alpha \cos \beta-a c \cos ^{2} \beta-b d \cos ^{2} \alpha+a d \cos \alpha \cos \beta=$

$$
=b d \sin ^{2} \alpha-a d \sin \alpha \sin \beta-b c \sin \alpha \sin \beta+a c \sin ^{2} \beta
$$

or
$(b c+a d) \cos \alpha \cos \beta+(b c+a d) \sin \alpha \sin \beta=b d+a c$. Finally

$$
\cos (\alpha-\beta)=\frac{b d+a c}{b c+a d} .
$$

44. $1^{\circ}$ We have

$$
\begin{aligned}
\frac{e^{2}-1}{1+2 e \cos \alpha+e^{2}}=\frac{1+2 e \cos \beta+e^{2}}{e^{2}-1} & = \\
& =\frac{2 e^{2}+2 e \cos \beta}{2 e^{2}+2 e \cos \alpha}=\frac{e+\cos \beta}{e+\cos \alpha}
\end{aligned}
$$

(by the property of proportions, from the equality $\frac{a}{b}=\frac{c}{d}$ follows $\left.\frac{a+c}{b+d}=\frac{a}{b}\right)$.

Similarly, we have

$$
\begin{aligned}
& \frac{e^{2}-1}{1+2 e \cos \alpha+e^{2}}=\frac{1+2 e \cos \beta+e^{2}}{e^{2}-1}= \\
&=\frac{-2-2 e \cos \beta}{2+2 e \cos \alpha}=-\frac{1+e \cos \beta}{1+e \cos \alpha} .
\end{aligned}
$$

Then
$\left(\frac{e+\cos \beta}{e+\cos \alpha}\right)^{2}=\frac{(1+e \cos \beta)^{2}}{(1+e \cos \alpha)^{2}}=\frac{e^{2}+\cos ^{2} \beta-1-e^{2} \cos ^{2} \beta}{e^{2}+\cos ^{2} \alpha-1}-e^{2} \cos ^{2} \alpha \quad=\frac{\sin ^{2} \beta}{\sin ^{2} \alpha}$.
Consequently,

$$
\frac{e^{2}-1}{1+2 e \cos \alpha+e^{2}}=-\frac{1+e \cos \beta}{1+e \cos \alpha}= \pm \frac{\sin \beta}{\sin \alpha} .
$$

$2^{\circ}$ From the given equality follows (see the result of $1^{\circ}$ )

$$
\frac{e+\cos \beta}{e+\cos \alpha}=-\frac{1+e \cos \beta}{1+e \cos \alpha} .
$$

Consequently,

$$
\frac{e+\cos \beta-1-e \cos \beta}{e+\cos \alpha+1+e \cos \alpha}=\frac{e+\cos \beta+1+e \cos \beta}{e+\cos \alpha-1-e \cos \alpha}
$$

(from the equality $\frac{a}{b}=\frac{c}{d}$ follows $\frac{a+c}{b+d}=\frac{a-c}{b-d}$ ).
Further

$$
\frac{(1-e)(1-\cos \beta)}{(1+e)(1+\cos \alpha)}=\frac{(1+e)(1+\cos \beta)}{(1-e)(1-\cos \alpha)}
$$

or

$$
(1-\cos \beta)(1-\cos \alpha)=\frac{(1+e)^{2}}{(1-e)^{2}}(1+\cos \beta)(1+\cos \alpha) .
$$

Finally

$$
\tan \frac{\alpha}{2} \tan \frac{\beta}{2}= \pm \frac{1+e}{1--e} .
$$

45. Solving the given equation with respect to $\cos x$, we find
$\cos x\left(\sin ^{2} \beta \cos \alpha-\sin ^{2} \alpha \cos \beta\right)=$

$$
=\cos ^{2} \alpha \sin ^{2} \beta-\sin ^{2} \alpha \cos ^{2} \beta=\cos ^{2} \alpha-\cos ^{2} \beta .
$$

But

$$
\begin{aligned}
& \sin ^{2} \beta \cos \alpha-\sin ^{2} \alpha \cos \beta=\cos \alpha\left(1-\cos ^{2} \beta\right)- \\
& -\cos \beta\left(1-\cos ^{2} \alpha\right)=\cos \alpha-\cos \beta+ \\
& \quad+\cos \alpha \cos \beta(\cos \alpha-\cos \beta)= \\
& \quad=(\cos \alpha-\cos \beta)(1+\cos \alpha \cos \beta)
\end{aligned}
$$

therefore

$$
\cos x=\frac{\cos \alpha+\cos \beta}{1+\cos \alpha \cos \beta}
$$

Further

$$
\begin{aligned}
\tan ^{2} \frac{x}{2}=\frac{1-\cos x}{1+\cos x}= & \frac{1+\cos \alpha \cos \beta-\cos \alpha-\cos \beta}{1+\cos \alpha \cos \beta+\cos \alpha+\cos \beta}= \\
& =\frac{(1-\cos \alpha)(1-\cos \beta)}{(1+\cos \alpha)(1+\cos \beta)}=\tan ^{2} \frac{\alpha}{2} \tan ^{2} \frac{\beta}{2}
\end{aligned}
$$

and consequently

$$
\tan \frac{x}{2}= \pm \tan \frac{\alpha}{2} \tan \frac{\beta}{2} .
$$

46. We have

$$
\begin{aligned}
& \sin ^{2} \alpha=4 \sin ^{2} \frac{\varphi}{2} \sin ^{2} \frac{\theta}{2}=(1-\cos \varphi)(1-\cos \theta)= \\
& =\left(1-\frac{\cos \alpha}{\cos \beta}\right)\left(1-\frac{\cos \alpha}{\cos \gamma}\right) .
\end{aligned}
$$

Hence

$$
1-\cos ^{2} \alpha=1-\cos \alpha \frac{\cos \beta+\cos \gamma}{\cos \beta \cos \gamma}+\frac{\cos ^{2} \alpha}{\cos \beta \cos \gamma}
$$

i.e.

$$
\cos ^{2} \alpha\left(1+\frac{1}{\cos \beta \cos \gamma}\right)=\cos \alpha \frac{\cos \beta+\cos \gamma}{\cos \beta \cos \gamma} .
$$

Assuming that $\cos \alpha$ is nonzero, we find

$$
\cos \alpha=\frac{\cos \gamma+\cos \beta}{1+\cos \gamma \cos \beta}
$$

Now it is easy to check that

$$
\tan ^{2} \frac{\alpha}{2}=\tan ^{2} \frac{\beta}{2} \tan ^{2} \frac{\gamma}{2} .
$$

47. Put $\tan \frac{\theta}{2}=\alpha, \tan \frac{\theta_{1}}{2}=\beta$. Then the first two equalities take the form

$$
x \alpha^{2}-2 y \alpha+2 a-x=0, \quad x \beta^{2}-2 y \beta+2 a-x=0 .
$$

Consequently $\alpha$ and $\beta$ are the roots of the quadratic equation

$$
x z^{2}-2 y z+2 a-x=0
$$

Therefore

$$
\alpha+\beta=\frac{2 y}{x}, \quad \alpha \beta=\frac{2 a-x}{x} .
$$

Furthermore

$$
\alpha-\beta=2 l
$$

Let us now eliminate $\alpha$ and $\beta$ from the last three equalities. We have identically

$$
(\alpha+\beta)^{2}=(\alpha-\beta)^{2}+4 \alpha \beta .
$$

Consequently,

$$
\left(\frac{2!}{x}\right)^{2}=4 l^{2}+4 \frac{2 n-x}{x} .
$$

After simplification we actually get

$$
y^{2}=2 a x-\left(1-l^{2}\right) x^{2} .
$$

48. From the first two equalities it is obvious that $\theta$ and $\varphi$ are the roots of the equation

$$
x \cos \alpha+y \sin \alpha-2 a=0 \text { (unknown } \alpha) .
$$

It is clear that $\theta$ and $\varphi$ are also the roots of the equation

$$
(2 a-x \cos \alpha)^{2}=y^{2} \sin ^{2} \alpha
$$

Transform the last equation in the following way

$$
\begin{gathered}
x^{2} \cos ^{2} \alpha-4 a x \cos \alpha+4 a^{2}=y^{2}\left(1-\cos ^{2} \alpha\right) \\
\left(x^{2}+y^{2}\right) \cos ^{2} \alpha-4 a x \cos \alpha+4 a^{2}-y^{2}=0
\end{gathered}
$$

Therefore the quantities $\cos \theta$ and $\cos \varphi$ are the roots of the following equation

$$
\left(x^{2}+y^{2}\right) z^{2}-4 a x z+4 a^{2}-y^{2}=0
$$

and therefore

$$
\cos \theta \cos \varphi-\frac{4 a^{2}-y^{2}}{x^{2}, y^{2}}, \quad \cos \theta+\cos \varphi=\frac{4 a x}{x^{2}+y^{2}} .
$$

We then have

$$
4 \sin ^{2} \frac{0}{2} \sin ^{2} \frac{4}{2}-4 \frac{1-\cos \theta}{2} \cdot \frac{1-\cos \varphi}{2}=1
$$

or $1-(\cos \theta+\cos \varphi)+\cos \theta \cos \varphi=1$. Hence, $y^{2}=4 a(a-x)$.
49. We have

$$
\tan \frac{\theta+\alpha}{2} \tan \frac{\theta-\alpha}{2}=\frac{\tan ^{2} \frac{\theta}{2}-\tan ^{2} \frac{\alpha}{2}}{1-\tan ^{2} \frac{\theta}{2} \tan ^{2} \frac{\alpha}{2}} .
$$

But

$$
\begin{aligned}
\tan ^{2} \frac{\theta}{2}= & \frac{1-\cos \theta}{1+\cos \theta}=\frac{1-\cos \alpha \cos \beta}{1+\cos \alpha \cos \beta} \\
& \tan ^{2} \frac{\alpha}{2}=\frac{1-\cos \alpha}{1+\cos \alpha}
\end{aligned}
$$

Consequently

$$
\begin{array}{r}
\tan \frac{\theta+\alpha}{2} \cdot \tan \frac{0-\alpha}{2}=\frac{\frac{1-\cos \alpha \cos \beta}{1+\cos \alpha \cos \beta}-\frac{1-\cos \alpha}{1+\cos \alpha}}{1-\frac{1-\cos \alpha \cos \beta}{1+\cos \alpha \cos \beta} \cdot \frac{1-\cos \alpha}{1+\cos \alpha}}= \\
\quad=\frac{1-\cos \beta}{1+\cos \beta}=\tan ^{2} \frac{\beta}{2} .
\end{array}
$$

50. We have

$$
\frac{a+c}{b+d}=\frac{\cos x+\cos (x+20)}{\cos (x+\theta)+\cos (x+3 \theta)}=\frac{\cos (x+\theta) \cos \theta}{\cos (x+2 \theta) \cos \theta}=\frac{b}{c} .
$$

Hence

$$
\frac{a+c}{b}=\frac{b+d}{c}
$$

51. We have

$$
1+\tan ^{2} \theta=\frac{\cos \beta}{\cos \alpha}, \quad 1+\tan ^{2} \varphi=\frac{\cos \beta}{\cos \gamma} .
$$

Hence

$$
\frac{\tan ^{2} \theta}{\tan ^{2} \varphi}=\frac{\cos \beta-\cos \alpha}{\cos \alpha} \cdot \frac{\cos \gamma}{\cos \beta-\cos \gamma} .
$$

On the other hand, it is given that

$$
\frac{\tan ^{2} \theta}{\tan ^{2} \varphi}=\frac{\tan ^{2} \alpha}{\tan ^{2} \gamma} .
$$

Therefore we have

$$
\frac{\cos \beta-\cos \alpha}{\cos \beta-\cos \gamma} \cdot \frac{\cos \gamma}{\cos \alpha}=\frac{\tan ^{2} \alpha}{\tan ^{2} \gamma} .
$$

From this equality we get
$\cos \beta=\frac{\cos ^{2} \alpha \sin ^{2} \gamma-\cos ^{2} \gamma \sin ^{2} \alpha}{\cos \alpha \sin ^{2} \gamma-\sin ^{2} \alpha \cos \gamma}=\frac{\sin ^{2} \gamma-\sin ^{2} \alpha}{\cos \alpha \sin ^{2} \gamma-\sin ^{2} \alpha \cos \gamma}$.

But

$$
\begin{aligned}
\tan ^{2} & \frac{\beta}{2}=\frac{1-\cos \beta}{1+\cos \beta}=\frac{\cos \alpha \sin ^{2} \gamma-\sin ^{2} \alpha \cos \gamma-\sin ^{2} \gamma+\sin ^{2} \alpha}{\cos \alpha \sin ^{2} \gamma-\sin ^{2} \alpha \cos \gamma+\sin ^{2} \gamma-\sin ^{2} \alpha}= \\
& =\frac{\sin ^{2} \alpha(1-\cos \gamma)-\sin ^{2} \gamma(1-\cos \alpha)}{\sin ^{2} \gamma(1+\cos \alpha)-\sin ^{2} \alpha(1+\cos \gamma)}= \\
& =\frac{8 \sin ^{2} \frac{\alpha}{2} \cos ^{2} \frac{\alpha}{2} \sin ^{2} \frac{\gamma}{2}-8 \sin ^{2} \frac{\gamma}{2} \cos ^{2} \frac{\gamma}{2} \sin ^{2} \frac{\alpha}{2}}{8 \sin ^{2} \frac{\gamma}{2} \cos ^{2} \frac{\gamma}{2} \cos ^{2} \frac{\alpha}{2}-8 \sin ^{2} \frac{\alpha}{2} \cos ^{2} \frac{\alpha}{2} \cos ^{2} \frac{\gamma}{2}}= \\
& =\frac{\sin ^{2} \frac{\alpha}{2} \sin ^{2} \frac{\gamma}{2}\left(\cos ^{2} \frac{\alpha}{2}-\cos ^{2} \frac{\gamma}{2}\right)}{\cos ^{2} \frac{\alpha}{2} \cos ^{2} \frac{\gamma}{2}\left(\sin ^{2} \frac{\gamma}{2}-\sin ^{2} \frac{\alpha}{2}\right)}=\tan ^{2} \frac{\alpha}{2} \cdot \tan ^{2} \frac{\gamma}{2}
\end{aligned}
$$

since

$$
\cos ^{2} \frac{\alpha}{2}-\cos ^{2} \frac{\gamma}{2}=\sin ^{2} \frac{\gamma}{2}-\sin ^{2} \frac{\alpha}{2}
$$

52. Put

$$
\tan \frac{\theta}{2}=x, \quad \tan \frac{\varphi}{2}=y .
$$

Then

$$
\begin{aligned}
\cos \theta=\frac{1-x^{2}}{1+x^{2}}=\cos \alpha \cos \beta, \quad \cos \varphi=\frac{1--y^{2}}{1+y^{2}} & = \\
& =\cos \alpha_{1} \cdot \cos \beta
\end{aligned}
$$

Further

$$
x^{2}=\frac{1-\cos \alpha \cos \beta}{1+\cos \alpha \cos \beta}, \quad y^{2}=\frac{1-\cos \alpha_{1} \cos \beta}{1+\cos \alpha_{1} \cos \beta},
$$

therefore

$$
\tan ^{2} \frac{\beta}{2}=x^{2} y^{2}=\frac{(1-\cos \alpha \cos \beta)\left(1-\cos \alpha_{1} \cos \beta\right)}{(1+\cos \alpha \cos \beta)\left(1+\cos \alpha_{1} \cos \beta\right)} .
$$

Add unity to both members of the equality. We find

$$
\frac{2}{1+\cos \beta}=\frac{2\left(1+\cos \alpha \cos \alpha_{1} \cos ^{2} \beta\right)}{(1+\cos \alpha \cos \beta)\left(1+\cos \alpha_{1} \cos \beta\right)} .
$$

Assuming $\cos \beta \neq 0$, we obtain

$$
\cos \alpha+\cos \alpha_{1}=1+\cos \alpha \cos \alpha_{1} \cos ^{2} \beta
$$

i.e.
$\cos \alpha+\cos \alpha_{1}=1+\cos \alpha \cos \alpha_{1}\left(1-\sin ^{2} \beta\right)$,
$\cos \alpha \cos \alpha_{1} \sin ^{2} \beta=1+\cos \alpha \cos \alpha_{1}-\cos \alpha-\cos \alpha_{1}=$ $=(1-\cos \alpha)\left(1-\cos \alpha_{1}\right)$,
and, consequently, indeed

$$
\sin ^{2} \beta=\left(\frac{1}{\cos \alpha}-1\right)\left(\frac{1}{\cos \alpha_{1}}-1\right)
$$

53. We have

$$
\begin{aligned}
\frac{\cos (\beta-\gamma)-\cos (\alpha-\beta)}{\cos (\alpha+\beta)-\cos (\beta+\gamma)} & =\frac{\cos (\gamma-\alpha)-\cos (\beta-\gamma)}{\cos (\beta+\gamma)-\cos (\gamma+\alpha)}= \\
& =\frac{\cos (\alpha-\beta)-\cos (\gamma-\alpha)}{\cos (\gamma+\alpha)-\cos (\alpha+\beta)}=x
\end{aligned}
$$

Hence

$$
\frac{\sin \left(\frac{\alpha+\gamma}{2}-\beta\right)}{\sin \left(\frac{\alpha+\gamma}{2}+\beta\right)}=\frac{\sin \left(\frac{\beta+\alpha}{2}-\gamma\right)}{\sin \left(\frac{\beta+\alpha}{2}+\gamma\right)}=\frac{\sin \left(\frac{\gamma+\beta}{2}-\alpha\right)}{\sin \left(\frac{\gamma+\beta}{2}+\alpha\right)}
$$

or

$$
\frac{\tan \beta-\tan \frac{\alpha+\gamma}{2}}{\tan \beta+\tan \frac{\alpha+\gamma}{2}}=\frac{\tan \gamma-\tan \frac{\beta+\alpha}{2}}{\tan \gamma+\tan \frac{\beta+\alpha}{2}}=\frac{\tan \alpha-\tan \frac{\beta+\gamma}{2}}{\tan \alpha+\tan \frac{\beta+\gamma}{2}}
$$

But from the equalities

$$
\frac{a-b}{a+b}=\frac{a^{\prime}-b^{\prime}}{a^{\prime}+b^{\prime}}=\frac{a^{\prime \prime}-b^{\prime \prime}}{a^{\prime \prime}+b^{\prime \prime}}
$$

follows

$$
\frac{a}{b}=\frac{a^{\prime}}{b^{\prime}}=\frac{a^{\prime \prime}}{b^{\prime \prime}}
$$

Therefore we have

$$
\frac{\tan \alpha}{\tan \frac{1}{2}(\beta+\gamma)}=\frac{\tan \beta}{\tan \frac{1}{2}(\alpha+\gamma)}=\frac{\tan \gamma}{\tan \frac{1}{2}(\alpha+\beta)} .
$$

54. From the first equality we have

$$
\frac{(\tan \theta \cos \beta-\sin \beta) \cos \alpha}{(\tan \varphi \cos \alpha-\sin \alpha) \cos \beta}+\frac{(\cos \alpha-\tan \theta \sin \alpha) \sin \beta}{(\cos \beta+\tan \varphi \sin \beta) \sin \alpha}=0 .
$$

## Hence

$\sin \alpha \cos \beta \cos (\alpha-\beta) \tan 0+\sin \beta \cos \alpha \cos (\alpha+\beta) \tan \varphi=$ $=2 \sin \beta \cos \beta \sin \alpha \cos \alpha$.
From the second equality we get

$$
\frac{\tan \theta}{\tan \varphi}=-\frac{\cos (\alpha-\beta) \tan \beta}{\cos (\alpha+\beta) \tan \alpha} .
$$

Therefore we may put
$\tan \theta=\lambda \cos (\alpha-\beta) \tan \beta$,

$$
\tan \varphi=-\lambda \cos (\alpha+\beta) \tan \alpha .
$$

Substituting the expressions for $\tan \theta$ and $\tan \varphi$ into the equality (*), we find

$$
\lambda=\frac{1}{2 \sin \alpha \sin \beta} .
$$

Thus

$$
\begin{aligned}
& \tan \theta=\frac{\cos (\alpha-\beta)}{2 \sin \alpha \cos \beta}=\frac{1}{2}(\cot \alpha+\tan \beta), \\
& \tan \varphi=-\frac{\cos (\alpha+\beta)}{2 \cos \alpha \sin \beta}=\frac{1}{2}(\tan \alpha-\cot \beta) .
\end{aligned}
$$

55. We have

$$
\begin{aligned}
& \sin ^{2} \alpha+\sin ^{2} \beta-2 \sin \alpha \sin \beta \cos (\alpha-\beta)= \\
& =\sin ^{2} \alpha+\sin ^{2} \beta-2 \sin \alpha \sin \beta \cos \alpha \cos \beta- \\
& -2 \sin ^{2} \alpha \sin ^{2} \beta=\sin ^{2} \alpha-\sin ^{2} \alpha \sin ^{2} \beta+ \\
& +\sin ^{2} \beta-\sin ^{2} \alpha \sin ^{2} \beta-2 \sin \alpha \sin \beta \cos \alpha \cos \beta= \\
& =\sin ^{2} \alpha \cos ^{2} \beta+\sin ^{2} \beta \cos ^{2} \alpha- \\
& \quad-2 \sin \alpha \sin \beta \cos \alpha \cos \beta=
\end{aligned}
$$

$$
=(\sin \alpha \cos \beta-\cos \alpha \sin \beta)^{2}=\sin ^{2}(\alpha-\beta)
$$

Therefore

$$
\sin (\alpha-\beta)= \pm n \sin (\alpha+\beta)
$$

$\sin \alpha \cos \beta-\cos \alpha \sin \beta= \pm n(\sin \alpha \cos \beta+\cos \alpha \sin \beta)$, $\tan \alpha-\tan \beta= \pm n(\tan \alpha+\tan \beta)$.
Finally

$$
\tan \alpha=\frac{1 \pm n}{1 \mp n} \tan \beta .
$$

56. Expanding the given equalities, we get

$$
\begin{aligned}
& \cos \alpha \cos 3 \theta+\sin \alpha \sin 3 \theta=m \cos ^{3} \theta, \\
& \sin \alpha \cos 3 \theta-\cos \alpha \sin 3 \theta=m \sin ^{3} \theta .
\end{aligned}
$$

Multiplying the first equalıty by $\cos 3 \theta$, the second by $-\sin 3 \theta$ and adding them term by term, we find

$$
\cos \alpha=m\left\{\cos ^{3} \theta \cos 3 \theta-\sin ^{3} \theta \sin 3 \theta\right\}
$$

But it is known that
$\cos 3 \theta=4 \cos ^{3} \theta-3 \cos \theta, \quad \sin 3 \theta=3 \sin \theta-4 \sin ^{3} \theta$.
Consequently
$\cos ^{3} \theta \cos 3 \theta-\sin ^{3} \theta \sin 30=4\left(\cos ^{6} \theta+\sin ^{6} \theta\right)-$

$$
-3\left(\sin ^{4} \theta+\cos ^{4} \theta\right)
$$

But squaring the original equality and adding, we get

$$
\cos ^{6} \theta+\sin ^{6} \theta=\frac{1}{m^{2}}
$$

Compute $\cos ^{4} \theta+\sin ^{4} \theta$. We have
$\cos ^{6} \theta+\sin ^{6} \theta=$

$$
\begin{array}{r}
=\left(\cos ^{2} \theta+\sin ^{2} \theta\right)\left(\cos ^{4} \theta+\sin ^{4} \theta-\cos ^{2} \theta \sin ^{2} \theta\right)= \\
=\cos ^{4} \theta+\sin ^{4} \theta-\cos ^{2} \theta \sin ^{2} \theta
\end{array}
$$

Therefore

$$
\begin{aligned}
& \frac{1}{m^{2}}=\left(\cos ^{2} \theta+\sin ^{2} \theta\right)^{2}-3 \sin ^{2} \theta \cos ^{2} \theta, \\
& \\
& 3 \sin ^{2} \theta \cos ^{2} \theta=1-\frac{1}{m^{2}},
\end{aligned}
$$

$\sin ^{4} \theta+\cos ^{4} \theta=1-2 \sin ^{2} \theta \cos ^{2} \theta=$

$$
=1-\frac{2}{3}\left(1-\frac{1}{m^{2}}\right)=\frac{1}{3}\left(1+\frac{2}{m^{2}}\right) .
$$

Thus
$\cos \alpha=m\left\{4\left(\cos ^{6} 0+\sin ^{6} \theta\right)-3\left(\sin ^{4} \theta+\cos ^{4} \theta\right)\right\}=$ $=m\left\{\frac{4}{m^{2}}-1-\frac{2}{m^{2}}\right\}=\frac{2-m^{2}}{m}$,
i.e.

$$
m^{2}+m \cos \alpha=2
$$

57. From the first equality we obtain
$a[\sin (\theta+\varphi)-\sin (\theta-\varphi)]=$

$$
=b[\sin (\theta-\varphi)+\sin (\theta+\varphi)] .
$$

## Hence

$$
a \tan \varphi=b \tan \theta .
$$

Consequently

$$
\frac{a}{b} \tan \varphi=\frac{2 \tan \frac{\theta}{2}}{1-\tan ^{2} \frac{\theta}{2}}
$$

But from the second equality we have

$$
\tan \frac{\theta}{2}=\frac{b \tan \frac{\varphi}{2}+c}{a},
$$

therefore

$$
\frac{a}{b} \frac{2 \tan \frac{\varphi}{2}}{1-\tan ^{2} \frac{\varphi}{2}}=\frac{2\left(b \tan \frac{\varphi}{2}+c\right)}{a\left[1-\frac{\left(b \tan \frac{\varphi}{2}+c\right)^{2}}{a^{2}}\right]} .
$$

Putting for brevity $\tan \frac{\varphi}{2}=x$ and transforming the last equality, we find

$$
b c\left(1+x^{2}\right)=-\left(b^{2}+c^{2}-a^{2}\right) x .
$$

But

$$
\frac{2 x}{1+x^{2}}=\sin \varphi
$$

Finally

$$
\sin \varphi=\frac{2 b c}{a^{2}-b^{2}-c^{2}} .
$$

58. From the third equality we obtain

$$
\sin ^{2} \theta \sin ^{2} \varphi=(\cos \theta \cos \varphi-\sin \beta \sin \gamma)^{2} .
$$

Using the first two equalities, we find

$$
\left(1-\frac{\sin ^{2} \beta}{\sin ^{2} \alpha}\right)\left(1-\frac{\sin ^{2} \gamma}{\sin ^{2} \alpha}\right)=\left(\frac{\sin \beta \sin \gamma}{\sin ^{2} \alpha}-\sin \beta \sin \gamma\right)^{2} .
$$

After some transformations this equality yields

$$
\tan ^{2} \alpha=\tan ^{2} \gamma+\tan ^{2} \beta .
$$

59. We have

$$
a \sin ^{2} \theta+b \cos ^{2} \theta=1, \quad a \cos ^{2} \varphi+b \sin ^{2} \varphi=1 .
$$

Hence
$a \tan ^{2} \theta+b=1+\tan ^{2} \theta, \quad b \tan ^{2} \varphi+a=1+\tan ^{2} \varphi$. Consequently

$$
\begin{aligned}
(a-1) \tan ^{2} \theta= & 1-b, \quad(b-1) \tan ^{2} \varphi=1-a, \\
& \frac{\tan ^{2} \theta}{\tan ^{2} \varphi}=\left(\frac{1-b}{1-a}\right)^{2} .
\end{aligned}
$$

On the other hand,

$$
\frac{\tan ^{2} \theta}{\tan ^{2} \varphi}=\frac{b^{2}}{a^{2}}
$$

From the last two equalities we get (assuming that $a$ is not equal to $b$ )

$$
a+b-2 a b=0
$$

60. Rewrite the first two equalities in the following way $\cos \theta \cos \alpha+\sin \theta \sin \alpha=a, \sin \theta \cos \beta-\cos \theta \sin \beta=b$. Multiplying first the former by $\sin \beta$ and the latter by $\cos \alpha$, and then the former by $\cos \beta$ and the latter by $-\sin \alpha$ and adding them, we find
$\sin \theta \cos (\alpha-\beta)=a \sin \beta+b \cos \alpha$,

$$
\cos \theta \cos (\alpha-\beta)=a \cos \beta-b \sin \alpha
$$

Squaring the last two equalities and adding them, we get

$$
\cos ^{2}(\alpha-\beta)=a^{2}-2 a b \sin (\alpha-\beta)+b^{2}
$$

61. Since

$$
\begin{array}{rl}
\cos 3 x=\cos ^{3} x-3 \sin ^{2} & x \cos x \\
& \sin 3 x=-\sin ^{3} x+3 \sin x \cos ^{2} x
\end{array}
$$

the equation takes the form

$$
\begin{aligned}
& \left(\cos ^{3} x-3 \sin ^{2} x \cos x\right) \cos ^{3} x+ \\
& +\left(-\sin ^{3} x+3 \sin x \cos ^{2} x\right) \sin ^{3} x=0 \\
& \cos ^{6} x-3 \cos ^{4} x \sin ^{2} x+3 \sin ^{4} x \cos ^{2} x-\sin ^{6} x=0
\end{aligned}
$$

or

$$
\left(\cos ^{2} x-\sin ^{2} x\right)^{3}=0, \quad \cos 2 x=0
$$

62. Since

$$
\sin 2 x+1=(\sin x+\cos x)^{2}
$$

we have

$$
(\sin x+\cos x)^{2}+(\sin x+\cos x)+\cos ^{2} x-\sin ^{2} x=0
$$

Hence

$$
(\sin x+\cos x)(1+2 \cos x)=0
$$

or

$$
\cos x(1+\tan x)(1+2 \cos x)=0 .
$$

And so

$$
\tan x=-1 \text { and } \cos x=-\frac{1}{2}
$$

are the required solutions of our equation.
63. We have

$$
\frac{\sin ^{2} x}{\cos ^{2} x}-\frac{1-\cos x}{1-\sin x}=0
$$

Hence

$$
\frac{\left(\cos ^{3} x-\sin ^{3} x\right)-\left(\cos ^{2} x-\sin ^{2} x\right)}{\cos ^{2} x(1-\sin x)}=0
$$

or

$$
(1-\tan x)(1-\cos x)=0
$$

Hence

$$
\tan x=1 \text { and } \cos x=1
$$

64. We have

$$
\cos 3 \alpha=4 \cos ^{3} \alpha-3 \cos \alpha
$$

Therefore

$$
\cos 6 x=4 \cos ^{3} 2 x-3 \cos 2 x .
$$

On the other hand,

$$
\cos ^{6} x=\left(\frac{1+\cos 2 x}{2}\right)^{3} .
$$

The equation takes the following form

$$
4(1+\cos 2 x)^{3}-\left(4 \cos ^{3} 2 x-3 \cos 2 x\right)=1
$$

or

$$
4 \cos ^{2} 2 x+5 \cos 2 x+1=0
$$

Thus

$$
\cos 2 x=-1, \quad \cos 2 x=-\frac{1}{4}
$$

65. We have
$\sin 2 x \cos x+\cos 2 x \sin x+\sin 2 x-m \sin x=0$.
Hence

$$
\begin{aligned}
& \sin x\left[2 \cos ^{2} x+\cos 2 x+2 \cos x-m\right]=0, \\
& \sin x\left[4 \cos ^{2} x+2 \cos x-(m+1)\right]=0
\end{aligned}
$$

And so, one solution is

$$
\sin x=0
$$

The other is obtained by the formula

$$
\cos x=\frac{-1 \pm \sqrt{4 m+5}}{4} .
$$

Hence, first of all, it follows that there must be

$$
4 m+5 \geqslant 0
$$

Further, for one of the roots to exist it is required that $|-1+\sqrt{4 m+5}| \leqslant 4$, i.e. that $-4 \leqslant-1+\sqrt{4 m+5} \leqslant$ $\leqslant+4$ or $-3 \leqslant \sqrt{4 m+5} \leqslant 5$, i.e. $m \leqslant 5$. For t'e other root to exist it is necessary that

$$
\begin{array}{r}
|-1-\sqrt{4 m+5}| \leqslant 4,-4 \leqslant-1-\sqrt{4 m}+5 \leqslant 4 \\
m \leqslant 1
\end{array}
$$

Thus if $m<-\frac{5}{4}$, then $\cos x$ has no real values; at $m=-\frac{5}{4}$ it has one real value $\left(\cos x=-\frac{1}{4}\right)$; for $-\frac{5}{4}<m \leqslant 1 \cos x$ has two real values $\left(\cos x=\frac{-1 \pm \sqrt{4 m+5}}{4}\right)$ and for $1<$ $<m \leqslant 5 \cos x$ again has one real value $(\cos x=$ $=\frac{-1+\sqrt{ } 4 \overline{m+5})}{4}$ and at $m>5$ it has no real values.
66. Rewrite the equation as

$$
\begin{aligned}
\frac{1}{\cos (x-\alpha)}\{(1+k) \cos x \cos ( & 2 x-\alpha)- \\
& -(1+k \cos 2 x) \cos (x-x)\}=0 .
\end{aligned}
$$

But

$$
\begin{aligned}
& \cos x \cos (2 x-\alpha)=\frac{1}{2} \cos (3 x-\alpha)+\frac{1}{2} \cos (x-\alpha) \\
& \cos 2 x \cos (x-\alpha)=\frac{1}{2} \cos (3 x-\alpha)+\frac{1}{2} \cos (x+\alpha)
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\frac{1}{\cos (x-\alpha)} & \{(1+k)[\cos (3 x-\alpha)+\cos (x-\alpha)]- \\
& -2 \cos (x-\alpha)-k[\cos (3 x-\alpha)+\cos (x+\alpha)]\}=0
\end{aligned}
$$

or

$$
\begin{aligned}
& \frac{1}{\cos (x-\alpha)}\{\cos (3 x-\alpha)-\cos (x-\alpha)+ \\
& \quad+k[\cos (x-\alpha)-\cos (x+\alpha)]\}=0, \\
& \frac{\sin x}{\cos (x-\alpha)}\{k \sin \alpha-\sin (2 x-\alpha)\}=0 .
\end{aligned}
$$

Hence

$$
\sin x=0 \text { and } \sin (2 x-\alpha)=k \sin \alpha
$$

67. Since $\sin ^{2} x+\cos ^{2} x=1$, we have $\sin ^{4} x+\cos ^{4} x+$ $+2 \sin ^{2} x \cos ^{2} x=1$ and $\sin ^{4} x+\cos ^{4} x=1-\frac{1}{2}(\sin 2 x)^{2}$. The equation takes the following form

$$
\sin ^{2} 2 x-8 \sin 2 x+4=0
$$

Hence

$$
\sin 2 x=4 \pm \sqrt{16-4}, \quad \sin 2 x=4 \pm 2 \sqrt{3}
$$

Rejecting one of the solutions, we get finally

$$
\sin 2 x=4-2 \sqrt{3}
$$

68. We have

$$
\log _{x} a=\frac{1}{\log _{a} x}, \quad \log _{a x} a=\frac{1}{\log _{a} a x}, \quad \log _{a 2 x} a=\frac{1}{\log _{a} a^{2} x} .
$$

The equation takes the form

Put

$$
\frac{2}{\log _{a} x}+\frac{1}{\log _{a} x+1}+\frac{3}{\log _{a} x+2}=0 .
$$

$$
\log _{a} x=z
$$

Finally, we have to solve the following equation

$$
\frac{2}{z}+\frac{1}{z+1}+\frac{3}{z+2}=0
$$

Hence

$$
\frac{6 z^{2}+11 z+4}{z(z+1)(z+2)}=0
$$

The required roots are

$$
z_{1}=-\frac{4}{3}, \quad z_{2}=-\frac{1}{2} .
$$

Thus

$$
x_{1}=a^{-\frac{4}{3}}, \quad x_{2}=a^{-\frac{1}{2}} .
$$

69. We have

$$
x=y^{\frac{a}{x+y}} .
$$

Hence

$$
y^{x+y}=y^{\frac{4 a^{2}}{x+y}}
$$

Consequently, either $y=1$ or $x+y=\frac{4 a^{2}}{x+y}$. But at $y=1$ $x^{4 a}=1$ and, consequently, $x=1$. Thus, we get one solution

$$
x=1, \quad y=1
$$

Let us now find a second solution. We have

$$
(x+y)^{2}=4 a^{2}
$$

i.e.

$$
x+y=2 a
$$

Therefore

$$
x^{2 a}=y^{a}, \quad\left(\frac{x^{2}}{y}\right)^{a}=1
$$

and consequently

$$
x^{2}=y
$$

i.e.

$$
x^{2}=2 a-x
$$

From this quadratic equation we find

$$
x=-\frac{1}{2} \pm \sqrt{\frac{1}{4}+2 a} .
$$

The positive solution is

$$
x=-\frac{1}{2}+\sqrt{\frac{1}{4}+2 a} .
$$

The corresponding value of $y$ is found by the formula

$$
y=x^{2}
$$

70. Raising the first equation to the power $q$ and the second to $p$, we oblain

$$
u^{p q} v^{q^{2}}=a^{x q}, \quad u^{p q} v^{p 2}=a^{y p} .
$$

Dividing one of these equalities by the other termwise, we find

$$
v^{q^{2}-p^{2}}=a^{x q-y p}
$$

and consequently

$$
v=a^{\frac{p y-q x}{p^{2}-q^{2}}} .
$$

Analogously, we find

$$
\begin{equation*}
u=a^{\frac{x p-y q}{p^{2}-q^{2}}} . \tag{*}
\end{equation*}
$$

Substituting these expressions for $u$ and $v$ into the third and fourth equations, we have

$$
a^{p\left(x^{2}+y^{2}\right)-2 x y q}=b^{p^{2}-q^{2}}, \quad a^{2 x y p-q\left(x^{2}+y^{2}\right)}=c^{p^{2}-q^{2}} .
$$

Hence

$$
\begin{aligned}
& p\left(x^{2}+y^{2}\right)-2 x y q=\left(p^{2}-q^{2}\right) \log _{a} b \\
& 2 x y p-q\left(x^{2}+y^{2}\right)=\left(p^{2}-q^{2}\right) \log _{a} c .
\end{aligned}
$$

Consequently
$x^{2}+y^{2}=p \log _{a} b+q \log _{a} c, \quad 2 x y=q \log _{a} b+p \log _{a} c ;$ wherefrom we find $x$ and $y$, and then $u$ and $v$ using the formulas (*).

## SOLUTIONS TO SECTION 6

$$
\begin{aligned}
& \text { 1. Let } x=\alpha+\beta i, y=\gamma+\delta i \text {. Then } \\
& x+y=\alpha+\gamma+(\beta+\delta) i, x-y=\alpha-\gamma+(\beta-\delta) i \\
& \begin{aligned}
|x+y|^{2}+ & |x-y|^{2}=(\alpha+\gamma)^{2}+(\beta+\delta)^{2}+ \\
& \quad+(\alpha-\gamma)^{2}+(\beta-\delta)^{2}= \\
& =2\left(\alpha^{2}+\beta^{2}\right)+2\left(\gamma^{2}+\delta^{2}\right)=2\left\{|x|^{2}+|y|^{2}\right\} .
\end{aligned}
\end{aligned}
$$

2. Let $x=\alpha+\beta i$, hence $\bar{x}=\alpha-\beta i$.
$1^{\circ}$ By hypothesis,
Hence

$$
\alpha-\beta i=\alpha^{2}-\beta^{2}+2 \alpha \beta i
$$

$$
\alpha=\alpha^{2}-\beta^{2}, \quad-\beta=2 \alpha \beta .
$$

Therefore

$$
\beta(2 \alpha+1)=0, \quad \alpha=\alpha^{2}-\beta^{2} .
$$

Assume first $\beta=0, \alpha=\alpha^{2}$ or $\alpha(\alpha-1)=0$. And so, first of all we have the following solutions

$$
\begin{array}{ll}
\alpha=0 ; & \beta=0, \quad x=0 \\
\alpha=1, & \beta=0, \quad x=1
\end{array}
$$

Let us now pass over to the case when $2 \alpha+1=0$, i.e.

$$
\alpha=-\frac{1}{2}, \quad-\frac{1}{2}=\frac{1}{4}-\beta^{2}, \quad \beta^{2}=\frac{3}{4}, \quad \beta= \pm \frac{\sqrt{3}}{2},
$$

i.e.

$$
x=-\frac{1}{2}+i \frac{\sqrt{ } \overline{3}}{2}, \quad x=-\frac{1}{2}-i \frac{\sqrt{ } \overline{3}}{2} .
$$

Consequently, there exist four complex values of $x$ satisfying the condition

$$
\bar{x}=x^{2},
$$

namely

$$
x=0, \quad x=1, \quad x=-\frac{1}{2}+i \frac{\sqrt{3}}{2}, \quad x=-\frac{1}{2}-i \frac{\sqrt{3}}{2} .
$$

$2^{\circ}$ Let us solve the following system

$$
\alpha\left(\alpha^{2}-3 \beta^{2}-1\right)=0, \quad \beta\left(3 \alpha^{2}-\beta^{2}+1\right)=0
$$

We find the following solutions

$$
\begin{array}{ll}
\alpha=0, & \beta=0 \\
\alpha=0, & \beta= \pm 1 \\
\alpha= \pm 1, & \beta=0
\end{array}
$$

And so

$$
x=0, \quad x= \pm 1, \quad x= \pm i
$$

3. Put

$$
\begin{array}{r}
a_{1}+b_{1} i=x, \quad a_{2}+b_{2} i=y, \ldots, a_{n-1}+b_{n-1} i=u \\
\\
a_{n}+b_{n} i=w .
\end{array}
$$

Then the inequality to be proved may be rewritten as

$$
\begin{aligned}
\mid x+y+\ldots+ & u+w \mid \leqslant \\
& \leqslant|x|+|y|+\ldots+|u|+|w|
\end{aligned}
$$

i.e. we have to prove that the modulus of a sum of several complex numbers is less than or equal to the sum of moduli of the addends. Let us first prove this for two addends, i.e. let us prove that

$$
|x+y| \leqslant|x|+|y|
$$

But

$$
\begin{aligned}
& |x+y|=\sqrt{\left(\overline{\left.a_{1}+a_{2}\right)^{2}+\left(b_{1}+b_{2}\right)^{2}},\right.} \\
& |x|=\sqrt{a_{1}^{2}+b_{1}^{2}}, \quad|y|=\sqrt{a_{2}^{2}+b_{2}^{2}} .
\end{aligned}
$$

Consequently, it is required to prove that

$$
\sqrt{\left(a_{1}+a_{2}\right)^{2}+\left(b_{1}+b_{2}\right)^{2}} \leqslant \sqrt{a_{1}^{2}+b_{1}^{2}}+\sqrt{a_{2}^{2}+b_{2}^{2}} .
$$

On squaring both members of this inequality and after some simplifications we get an equivalent inequality

$$
a_{1} a_{2}+b_{1} b_{2} \leqslant \sqrt{\left(a_{1}^{2}+b_{1}^{2}\right)\left(a_{2}^{2}+b_{2}^{2}\right)} .
$$

This inequality is undoubtedly true if

$$
\left(a_{1} a_{2}+b_{1} b_{2}\right)^{2} \leqslant\left(a_{1}^{2}+b_{1}^{2}\right)\left(a_{2}^{2}+b_{2}^{2}\right),
$$

i.e. if

$$
\begin{aligned}
\left(a_{1} a_{2}+b_{1} b_{2}\right)^{2}-\left(a_{1}^{2}+b_{1}^{2}\right)\left(a_{2}^{2}+b_{2}^{2}\right) \leqslant & 0 \\
& -\left(a_{1} b_{2}-a_{2} b_{1}\right)^{2} \leqslant 0
\end{aligned}
$$

which is obvious. Thus, it is proved that

$$
|x+y| \leqslant|x|+|y|
$$

for any complex $x$ and $y$. To prove our proposition for the general case proceed as follows. We have

$$
\begin{aligned}
& |x+y+z+\ldots+u+w|= \\
& =|(x+y+\ldots+u)+w| \leqslant \mid x+y+\ldots+ \\
& +u|+|w| \text {. }
\end{aligned}
$$

Let us now apply an analogous operation to the first term

$$
|x+y+\ldots+u|
$$

Continuing this operation, we shall prove our proposition for the case of $n$ terms. The above proof was carried out by the method of mathematical induction. Let us add to it another proof. Suppose the complex numbers are reduced to the trigonometric form, i.e. put

$$
\begin{gathered}
x=\rho_{1}\left(\cos \varphi_{1}+i \sin \varphi_{1}\right), \\
y=\rho_{2}\left(\cos \varphi_{2}+i \sin \varphi_{2}\right), \ldots, \quad w=\rho_{n}\left(\cos \varphi_{n}+i \sin \varphi_{n}\right) .
\end{gathered}
$$

We then have

$$
\begin{gathered}
x+y+\ldots+w=\sum_{k=1}^{n} \rho_{k} \cos \varphi_{k}+i \sum_{k=1}^{n} \rho_{k} \sin \varphi_{k}, \\
|x|+|y|+\ldots+|w|=\sum_{k=1}^{n} \rho_{k}, \\
|x+y+\ldots+w|^{2}=\left(\sum_{k=1}^{n} \rho_{k} \cos \varphi_{k}\right)^{2}+\left(\sum_{k=1}^{n} \rho_{k} \sin \varphi_{k}\right)^{2} .
\end{gathered}
$$

It is required to prove that

$$
\Delta=\left(\sum_{k=1}^{n} \rho_{k}\right)^{2}-\left(\sum_{k=1}^{n} \rho_{k} \cos \varphi_{k}\right)^{2}-\left(\sum_{k=1}^{n} \rho_{k} \sin \varphi_{k}\right)^{2} \geqslant 0 .
$$

we have

$$
\begin{gathered}
\left(\sum_{k=1}^{n} \rho_{k}\right)^{2}=\sum_{k=1}^{n} \rho_{k}^{2}+2 \sum_{s \neq t} \rho_{s} \rho_{t}, \\
\left(\sum_{k=1}^{n} \rho_{k} \cos \varphi_{k}\right)^{2}=\sum_{k=1}^{n} \rho_{k}^{2} \cos ^{2} \varphi_{k}+2 \sum_{s \neq t} \rho_{s} \rho_{l} \cos \varphi_{s} \cos \varphi_{t}, \\
\left(\sum_{k=1}^{n} \rho_{k} \sin \varphi_{k}\right)^{2}=\sum_{k=1}^{n} \rho_{l}^{2} \sin ^{2} \varphi_{k}+2 \sum_{s \neq t} \rho_{s} \rho_{l} \sin \varphi_{s} \sin \varphi_{t},
\end{gathered}
$$

consequently

$$
\begin{gathered}
\Delta=2 \sum_{s \neq t} \rho_{s} \rho_{t}-2 \sum_{s \neq t} \rho_{s} \rho_{t} \cos \left(\varphi_{s}-\varphi_{t}\right), \\
\Delta=2 \sum_{s \neq t} \rho_{s} \rho_{t}\left\{1-\cos \left(\varphi_{s}-\varphi_{t}\right)\right\}=4 \sum_{s \neq t} \rho_{s} \rho_{t} \sin ^{2} \frac{\varphi_{s}-\varphi_{t}}{2} \geqslant 0 .
\end{gathered}
$$

4. Proved by a direct check, taking into consideration that $\varepsilon^{2}=-\varepsilon-1, \varepsilon^{3}=1$.
5. It is obvious that

$$
\begin{aligned}
a^{2}+b^{2}+c^{2}-a b-a c & -b c= \\
& =\left(a \nmid \varepsilon b+\varepsilon^{2} c\right)\left(a+\varepsilon^{2} b+\varepsilon c\right), \\
x^{2}+y^{2}+z^{2}-x y-x z & -y z= \\
& =\left(x+\varepsilon y+\varepsilon^{2} z\right)\left(x+\varepsilon^{2} y+\varepsilon z\right) .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \left(a^{2}+b^{2}+c^{2}-a b-a c-b c\right)\left(x^{2}+y^{2}+z^{2}-\right. \\
& \quad-x y-x z-y z)=[(a x+c y+b z)+ \\
& \left.+(c x+b y+a z) \varepsilon+(b x+a y+c z) \varepsilon^{2}\right] \times \\
& \times\left[(a x+c y+b z)+(c x+b y+a z) \varepsilon^{2}+\right. \\
& \quad+(b x+a y+c z) \varepsilon]= \\
& \quad=X^{2}+Y^{2}+Z^{2}-X Y-X Z-Y Z,
\end{aligned}
$$

where
$X=a x+c y+b z, \quad Y=c x+b y+a z$,

$$
Z=b x+a y+c z
$$

6. $1^{\circ}$ Solving the given system with respect to $x, y$ and $z$, we get

$$
x=\frac{A+B+C}{3}, \quad y=\frac{A+B \varepsilon^{2}+C \varepsilon}{3}, \quad z=\frac{A+B \varepsilon+C \varepsilon^{2}}{3} .
$$

$2^{\circ}$ We have

$$
|A|^{2}+|B|^{2}+|C|^{2}=A \bar{A}+B \bar{B}+C \bar{C}
$$

But

$$
\begin{aligned}
A \bar{A}= & (x+y+z)(\bar{x}+\bar{y}+\bar{z})= \\
=|x|^{2}+|y|^{2}+|z|^{2} & +\bar{x}(y+z)+ \\
& \quad+\bar{y}(x+z)+\bar{z}(x+y), \\
B \bar{B}= & \left(x+y \varepsilon+z \varepsilon^{2}\right)\left(\bar{x}+\overline{y \varepsilon^{2}}+\bar{z} \varepsilon\right)= \\
= & |x|^{2}+|y|^{2}+|z|^{2}+\bar{x}\left(y \varepsilon+z \varepsilon^{2}\right)+ \\
& +\bar{y}\left(x \varepsilon^{2}+z \varepsilon\right)+\bar{z}\left(x \varepsilon+y \varepsilon^{2}\right), \\
C \bar{C}= & \left(x+y \varepsilon^{2}+z \varepsilon\right)\left(\bar{x}+\bar{y} \varepsilon+\bar{z} \varepsilon^{2}\right)= \\
=|x|^{2}+|y|^{2}+|z|^{2} & +\bar{x}\left(y \varepsilon^{2}+z \varepsilon\right)+ \\
& +\bar{y}\left(x \varepsilon+z \varepsilon^{2}\right)+\bar{z}\left(x \varepsilon^{2}+y \varepsilon\right) .
\end{aligned}
$$

Adding the three equalities term by term, we find

$$
\begin{aligned}
& |A|^{2}+|B|^{2}+|C|^{2}=A \bar{A}+B \bar{B}+C \bar{C}= \\
& \quad=3\left[|x|^{2}+|y|^{2}+|z|^{2}\right]+x\left[\bar{y}\left(1+\varepsilon+\varepsilon^{2}\right)+\right. \\
& \left.\quad+z\left(1+\varepsilon^{2}+\varepsilon\right)\right]+\bar{y}\left[x\left(1+\varepsilon^{2}+\varepsilon\right)+\right. \\
& \left.+z\left(1+\varepsilon+\varepsilon^{2}\right)\right]+\bar{z}\left[x\left(1+\varepsilon+\varepsilon^{2}\right)+\right. \\
& \left.\quad+y\left(1+\varepsilon^{2}+\varepsilon\right)\right] .
\end{aligned}
$$

But since $1+\varepsilon+\varepsilon^{2}=0$, the last three expressions in square brackets are equal to zero and

$$
|A|^{2}+|B|^{2}+|C|^{2}=3\left[|x|^{2}+|y|^{2}+|z|^{2}\right] .
$$

7. On the basis of the result obtained in $1^{\circ}$ of Problem 6, we have

$$
\begin{gathered}
x^{\prime \prime}=\frac{A A^{\prime}+B B^{\prime}+C C^{\prime}}{3}, \quad y^{\prime \prime}=\frac{A A^{\prime}+B B^{\prime} \varepsilon^{2}+C C^{\prime} \varepsilon}{3}, \\
z^{\prime \prime}=\frac{A A^{\prime}+B B^{\prime} \varepsilon+C C^{\prime} \varepsilon^{2}}{3} .
\end{gathered}
$$

Further

$$
\begin{aligned}
& A A^{\prime}+B B^{\prime}+C C^{\prime}=(x+y+z)\left(x^{\prime}+y^{\prime}+z^{\prime}\right)+ \\
& \quad+\left(x+y \varepsilon+z \varepsilon^{2}\right)\left(x^{\prime}+y^{\prime} \varepsilon+z^{\prime} \varepsilon^{2}\right)+ \\
& +\left(x+y \varepsilon^{2}+z \varepsilon\right)\left(x^{\prime}+y^{\prime} \varepsilon^{2}+z^{\prime} \varepsilon\right)= \\
& \quad=3\left(x x^{\prime}+z y^{\prime}+y z^{\prime}\right)
\end{aligned}
$$

And so $x^{\prime \prime}=x x^{\prime}+z y^{\prime}+y z^{\prime}$. Analogously $y^{\prime \prime}=y y^{\prime}+$ $+x z^{\prime}+z x^{\prime}, z^{\prime \prime}=z z^{\prime}+y x^{\prime}+x y^{\prime}$ (the last two expressions emerge from the first one as a result of a circular permutation).
8. Though this formula was already proved (see Problem 2, Sec. 1), we are going to demonstrate here another proof, using this time complex numbers.

We have the identity

$$
\begin{aligned}
(\alpha \delta-\beta \gamma)\left(\alpha^{\prime} \delta^{\prime}-\beta^{\prime} \gamma^{\prime}\right)=\left(\alpha \alpha^{\prime}\right. & \left.+\beta \gamma^{\prime}\right)\left(\gamma \boldsymbol{\beta}^{\prime}+\delta \delta^{\prime}\right)- \\
& -\left(\alpha \beta^{\prime}+\beta \delta^{\prime}\right)\left(\gamma \alpha^{\prime}+\delta \gamma^{\prime}\right),
\end{aligned}
$$

let us put here

$$
\begin{aligned}
\alpha & =x+y i, \quad \beta=z+t i, \quad \gamma
\end{aligned}=-(z-t i), \quad \delta=x-y i .
$$

Then

$$
\begin{gathered}
\alpha \delta-\beta \gamma=x^{2}+y^{2}+z^{2}+t^{2}, \\
\alpha^{\prime} \delta^{\prime}-\beta^{\prime} \gamma^{\prime}=a^{2}+b^{2}+c^{2}+d^{2}, \\
\alpha \alpha^{\prime}+\beta \gamma^{\prime}=(a x-b y-c z-d t)+ \\
+i(b x+a y+d z-c t), \\
\gamma \beta^{\prime}+\delta \delta^{\prime}=\overline{\beta \gamma^{\prime}}+\overline{\alpha \alpha^{\prime}}=\overline{\left(\alpha \alpha^{\prime}+\beta \gamma^{\prime}\right)} .
\end{gathered}
$$

Therefore

$$
\left.\begin{array}{rl}
\left(\alpha \alpha^{\prime}+\beta \gamma^{\prime}\right)( & \left.\gamma \beta^{\prime}+\delta \delta^{\prime}\right)=(a x-b y-c z-d t)^{2}
\end{array}\right)
$$

Further

$$
\begin{aligned}
& \alpha \beta^{\prime}+\beta \delta^{\prime}=(c x-d y+a z+b t)+ \\
&+i(d x+c y-b z+a t), \\
& \gamma \alpha^{\prime}+\delta \gamma^{\prime}=-(c x-d y+a z+b t)+ \\
&+i(d x+c y-b z+a t),
\end{aligned}
$$

i.e.

$$
\begin{array}{r}
-\left(\alpha \beta^{\prime}+\beta \delta^{\prime}\right)\left(\gamma \alpha^{\prime}+\delta \gamma^{\prime}\right)=(c x-d y+a z+b t)^{2}+ \\
+(d x+c y-b z+a t)^{2} .
\end{array}
$$

Substituting the obtained expressions into the original identity, we find

$$
\begin{aligned}
& \left(a^{2}+b^{2}+c^{2}+d^{2}\right)\left(x^{2}+y^{2}+z^{2}+t^{2}\right)= \\
& \quad=(a x-b y-c z-d t)^{2}+(b x+a y+d z-c t)^{2}+ \\
& \quad+(c x-d y+a z+b t)^{2}+(d x+c y-b z+a t)^{2} .
\end{aligned}
$$

Replacing in it $d$ by $-d$ and $t$ by $-t$, we get the required identity.
9. Expand the expression $(\cos \varphi+i \sin \varphi)^{n}$, by the binomial formula. We have

$$
\begin{aligned}
& (\cos \varphi+i \sin \varphi)^{n}=\cos ^{n} \varphi+n \cos ^{n-1} \varphi i \sin \varphi+ \\
& +\frac{n(n-1)}{1 \cdot 2} \cos ^{n-2} \varphi(i \sin \varphi)^{2}+\frac{n(n-1)(n-2)}{1 \cdot 2 \cdot 3} \cos ^{n-3} \varphi \times \\
& \quad \times(i \sin \varphi)^{3}+\ldots+n \cos \varphi(i \sin \varphi)^{n-1}+(i \sin \varphi)^{n} .
\end{aligned}
$$

Separating the real part from the imaginary one in this expansion, and using de Moivre's formula, we find $\cos n \varphi+i \sin n \varphi=\left(\cos ^{n} \varphi-\frac{n(n-1)}{1.2} \cos ^{n-2} \varphi \sin ^{2} \varphi+\ldots\right)+$

$$
+i\left(n \cos ^{n-1} \varphi \sin \varphi-\frac{n(n-1)(n-2)}{1 \cdot 2 \cdot 3} \cos ^{n-3} \varphi \sin ^{3} \varphi+\ldots\right) .
$$

Hence

$$
\cos n \varphi=\cos ^{n} \varphi-\frac{n(n-1)}{1.2} \cos ^{n-2} \varphi \sin ^{2} \varphi+\ldots
$$

$\sin n \varphi=n \cos ^{n-1} \varphi \sin \varphi-\frac{n(n-1)(n-2)}{1 \cdot 2 \cdot 3} \cos ^{n-3} \varphi \sin ^{3} \varphi+\ldots$.
Taking into account the parity of $n$ and dividing both members of these equalities by $\cos ^{n} \varphi$, we get the required formulas.
10. First prove case $1^{\circ}$. We have

$$
\cos \varphi=\frac{(\cos \varphi+i \sin \varphi)+(\cos \varphi-i \sin \varphi)}{2} .
$$

Put $\cos \varphi+i \sin \varphi=\varepsilon$. Then $\cos \varphi-i \sin \varphi=\varepsilon^{-1}$,

$$
\cos ^{2 m} \varphi=\left(\frac{\varepsilon+\varepsilon^{-1}}{2}\right)^{2 m}=\frac{1}{2^{2 m}} \sum_{k=0}^{2 m} C_{2 m}^{k} \varepsilon^{-k} \cdot \varepsilon^{2 m-k}
$$

Further

$$
2^{2 m} \cos ^{2 m} \varphi=\sum_{k=0}^{m-1} C_{2 m}^{k} \varepsilon^{2(m-k)}+C_{2 m}^{m}+\sum_{k=m+1}^{2 m} C_{2 m}^{k} \varepsilon^{2(m-k)} .
$$

In the second sum put $m-k=-\left(m-k^{\prime}\right)$. Then this sum is rewritten in the following manner.

$$
\sum_{k^{\prime}=m-1}^{0} C_{2 m}^{2 m-k^{\prime}} \varepsilon^{-2\left(m-k^{\prime}\right)}=\sum_{k=0}^{m-1} C_{2 m}^{k} \varepsilon^{-2(m-k)}
$$

And so

$$
2^{2 m} \cos ^{2 m} \varphi=\sum_{k=0}^{m-1} C_{2 m}^{k}\left(\varepsilon^{2(m-k)}+\varepsilon^{-2(m-k)}\right)+C_{2 m}^{m}
$$

However,

$$
\varepsilon^{2(m-k)}+\varepsilon^{-2(m-k)}=2 \cos 2(m-k)
$$

Therefore,

$$
2^{2 m} \cos ^{2 m} \varphi=\sum_{k=0}^{m-1} 2 C_{2 m}^{k} \cos 2(m-k) \varphi+C_{2 m}^{m}
$$

Replacing in this formula $\varphi$ by $-\frac{\pi}{2}-\varphi$, we get formula $2^{\circ}$. Formulas $3^{\circ}$ and $4^{\circ}$ are deduced as $1^{\circ}$ and $2^{\circ}$.
11. Form the expression

$$
\begin{aligned}
& u_{n}+i v_{n}=(\cos \alpha+i \sin \alpha)+ \\
& \quad+r[\cos (\alpha+\theta)+i \sin (\alpha+\theta)]+\ldots+ \\
& \quad+r^{n}[\cos (\alpha+n \theta)+i \sin (\alpha+n \theta)]= \\
& =(\cos \alpha+i \sin \alpha)\{1+r(\cos \theta+i \sin \theta)+\ldots+ \\
& \left.\quad+r^{n}(\cos n \theta+i \sin n \theta)\right\} .
\end{aligned}
$$

Put

$$
\cos \theta+i \sin \theta=\varepsilon
$$

Then

$$
\begin{aligned}
u_{n}+i v_{n}=(\cos \alpha+i \sin \alpha) & \left\{1+r \varepsilon+\ldots+(r \varepsilon)^{n}\right\}= \\
& =(\cos \alpha+i \sin \alpha) \frac{(r \varepsilon)^{n+1}-1}{r \varepsilon-1}
\end{aligned}
$$

Let us transform the fraction $\frac{(r \varepsilon)^{n+1}-1}{r \varepsilon-1}$, separating the real part from the imaginary one.

We have

$$
\begin{aligned}
& \frac{(r \varepsilon)^{n+1}-1}{r \varepsilon-1}= \frac{\left[(r \varepsilon)^{n+1}-1\right][r \bar{\varepsilon}-1]}{(r \varepsilon-1)(r \bar{\varepsilon}-1)}= \\
&=\frac{r^{n+2}[\cos n \theta+i \sin n \theta]-r[\cos \theta-i \sin \theta]}{1-2 r \cos \theta+r^{2}}+ \\
& \quad+\frac{-r^{n+1}[\cos (n+1) \theta+i \sin (n+1) \theta]+1}{1-2 r \cos \theta+r^{2}}
\end{aligned}
$$

Multiplying the last fraction by $\cos \alpha+i \sin \alpha$ and separating the real and imaginary parts, we get the required result

$$
\begin{aligned}
& u_{n}+i v_{n}=\frac{r^{n+2}[\cos (n \theta+\alpha)+i \sin (n \theta+\alpha)]}{1-2 r \cos \theta+r^{2}}+ \\
& +\frac{-r[\cos (\alpha-\theta)+i \sin (\alpha-\theta)]}{1-2 r \cos \theta+r^{2}}+ \\
& +\frac{-r^{n+1}\{\cos [(n+1) \theta+\alpha]+i \sin [(n+1) \theta+\alpha]\}+\cos \alpha+i \sin \alpha}{1-2 r \cos \theta+r^{2}}
\end{aligned}
$$

Hence

$$
\begin{aligned}
& u_{n}=\frac{\cos \alpha-r \cos (\alpha-\theta)-r^{n+1} \cos [(n+1) \theta+\alpha]+r^{n+2} \cos (n \theta+\alpha)}{1-2 r \cos \theta+r^{2}}, \\
& v_{n}=\frac{\sin \alpha-r \sin (\alpha-\theta)-r^{n+1} \sin [(n+1) \theta+\alpha]+r^{n+2} \sin (n \theta+\alpha)}{1-2 r \cos \theta+r^{2}} .
\end{aligned}
$$

Putting in these formulas $\alpha=0, r=1$, we find

$$
\begin{aligned}
1+\cos \theta+\cos 2 \theta+\ldots+\cos n \theta & =\frac{\sin \frac{n+1}{2} \theta \cos \frac{n}{2} \theta}{\sin \frac{\theta}{2}}, \\
\sin \theta+\sin 2 \theta+\ldots+\sin n \theta & =\frac{\sin \frac{(n+1) \theta}{2} \sin \frac{n \theta}{2}}{\sin \frac{\theta}{2}}
\end{aligned}
$$

12. We have

$$
\begin{aligned}
S & +S^{\prime} i=\sum_{k=0}^{n} C_{n}^{k}(\cos k \theta+i \sin k \theta)=\sum_{k=0}^{n} C_{n}^{k}(\cos \theta+i \sin \theta)^{k}= \\
& =(1+\cos \theta+i \sin \theta)^{n}=\left[2 \cos ^{2} \frac{\theta}{2}+2 i \sin \frac{\theta}{2} \cos \frac{\theta}{2}\right]^{n}= \\
& =2^{n} \cos ^{n} \frac{\theta}{2}\left(\cos \frac{\theta}{2}+i \sin \frac{\theta}{2}\right)^{n}= \\
& =2^{n} \cos ^{n} \frac{\theta}{2}\left(\cos \frac{n \theta}{2}+i \sin \frac{n \theta}{2}\right) .
\end{aligned}
$$

Hence

$$
S=2^{n} \cos ^{n} \frac{\theta}{2} \cos \frac{n \theta}{2}, \quad S^{\prime}=2^{n} \cos ^{n} \frac{\theta}{2} \sin \frac{n \theta}{2}
$$

13. Put

$$
S=\sin ^{2 p} \alpha+\sin ^{2 p} 2 \alpha+\ldots+\sin ^{2 p} n \alpha=\sum_{l=1}^{n} \sin ^{2 p} l \alpha .
$$

But (see Problem 10)

$$
\sin ^{2 p} l \alpha=\frac{1}{2^{2 \mu-1}}(-1)^{p} \sum_{k=0}^{p-1}(-1)^{h} C_{2 p}^{k} \cos 2(p-k) l \alpha+\frac{1}{2^{2 p}} C_{2 p}^{p},
$$

therefore

$$
S=\frac{(-1)^{p}}{2^{2 p-1}} \sum_{k=0}^{p-1}(-1)^{k} C_{2 p}^{k} \sum_{l=1}^{n} \cos 2(p-k) l \alpha+\frac{n}{2^{2 p}} C_{2 p}^{p} .
$$

Put $2(p-k) \alpha=\xi$. Then

$$
\sum_{l=1}^{n} \cos 2(p-k) l \alpha=\cos \xi+\ldots+\cos n \xi=\frac{\sin \frac{n \xi}{2} \cos \frac{n+1}{2} \xi}{\sin \frac{\xi}{2}}
$$

(see the solution of Problem 11).
Let us denote

$$
\frac{\sin \frac{n \xi}{2} \cos \frac{n+1}{2} \xi}{\sin \frac{\xi}{2}}=\sigma_{k} .
$$

Then we can prove that $\sigma_{k}=0$ if $k$ is of the same parity as $p\{k \equiv p(\bmod 2)\}$ and $\sigma_{k}=-1$ if $k$ and $p$ are of different parity $\{k \equiv p+1(\bmod 2)\}$, and we get

$$
S=\frac{(-1)^{p+1}}{2^{2} p^{-1}} \sum_{\substack{k=0 \\ k \equiv p+1(\bmod 2)}}^{p-1}(-1)^{k} C_{2 p}^{k}+n \frac{1}{2^{2 p}} C_{2 p}^{p}
$$

Hence

$$
S=\frac{1}{2^{2 p-1}} \sum_{\substack{k=0 \\ k \equiv p+1(\bmod 2)}}^{p-1} C_{2 p}^{k}+n \frac{1}{2^{2 p}} C_{2 p}^{p}
$$

But we can prove that $\sum_{\substack{k=0 \\ k \equiv p+1(\bmod 2)}}^{p-1} C_{2 p}^{k}=2^{2 p-2}$ (see Problem 58 of this section) and our formula is deduced.
14. $1^{\circ}$ Rewrite the polynomial as

$$
\begin{aligned}
x^{n}-a^{n}-n \dot{x} \dot{a}^{n-1} & +n a^{n}=\left(x^{n}-a^{n}\right)-n a^{n-1}(x-a)= \\
& =(x-a)\left(x^{n-1}+a x^{n-2}+\cdots+a^{n-1}-n a^{n-1}\right) .
\end{aligned}
$$

At $x=a$ the second factor of the last product vanishes and, consequently, is divisible by $x-a$; therefore the given polynomial is divisible by $(x-a)^{2}$.
$2^{\circ}$ Let us denote the polynomial by $P_{n}$ and set up the difference $P_{n}-P_{n-1}$. Transforming this difference, we easily prove that it is divisible by $(1-x)^{3}$. Since it is true
for any positive $n$, we obtain a number of equalities

$$
\begin{aligned}
P_{n}-P_{n-1} & =(1-x)^{3} \varphi_{n}(x) \\
P_{n-1}-P_{n-2} & =(1-x)^{3} \varphi_{n-1}(x), \\
\cdot \cdot \cdot \cdot & \cdot \cdot \cdot \cdot \\
P_{3}-P_{2} & =(1-x)^{3} \varphi_{2}(x) \\
P_{2}-P_{1} & =(1-x)^{3} \varphi_{1}(x),
\end{aligned}
$$

where $\varphi_{1}(x)$ are polynomials with respect to $x$.
Hence

$$
P_{n}-P_{1}=(1-x)^{3} \psi(x)
$$

But since

$$
P_{1}=(1-x)^{3}
$$

it follows that $P_{n}$ is divisible by $(1-x)^{3}$ and our proposition is proved.
15. $1^{\circ}$ Considering the given expression as a polynomial in $y$, let us put $y=0$. We see that at $y=0$ the polynomial vanishes (for any $x$ ). Therefore our polynomial is divisible by $y$. Since it is symmetrical both with respect to $x$ and $y$ (remains unchanged on permutation of these letters), it is divisible by $x$ as well. Thus, the polynomial is divisible by $x y$. To prove that it is divisible by $x+y$, let us put in it $y=-x$. It is evident that for odd $n$ we have

$$
(x-x)^{n}-x^{n}-(-x)^{n}=0 .
$$

Consequently, our polynomial is divisible by $x+y$. It only remains to prove the divisibility of the polynomial by

$$
x^{2}+x y+y^{2}=(y-x \varepsilon)\left(y-x \varepsilon^{2}\right),
$$

where

$$
\varepsilon^{2}+\varepsilon+1=0
$$

For this purpose it only remains to replace $y$ first by $x \varepsilon$ and then by $x \varepsilon^{2}$ and to make sure that with these substitutions the polynomial vanishes. Since, by hypothesis, $n$ is not divisible by three, it follows that $n=3 l+1$ or $3 l+2$. At $y=x \varepsilon$ the polynomial attains the following value $(x+x \varepsilon)^{n}-x^{n}-(x \varepsilon)^{n}=x^{n}\left\{\varepsilon^{2 n}+1+\varepsilon^{n}\right\}=x^{n}\left(1+\varepsilon+\varepsilon^{2}\right)=0$. Likewise we prove that at $y=x \varepsilon^{2}$ the polynomial vanishes as well, and, consequently, its divisibility by $x y(x+y) \times$ $\times\left(x^{2}+x y+y^{2}\right)$ is proved.
$2^{\circ}$ To prove this statement let us proceed as follows. Let the quantities $-x,-y$ and $x+y$ be the roots of a cubic equation

$$
\alpha^{3}-r \alpha^{2}-p \alpha-q=0 .
$$

Then, by virtue of the known relations between the roots of an equation and its coefficients (see the beginning of this section), we have
$r=-x-y+(x+y)=0,-p=x y-x(x+y)-$

$$
-y(x+y)
$$

$$
q=x y(x+y)
$$

Thus, $-x,-y$ and $x+y$ are the roots of the following equation

$$
\alpha^{3}-p \alpha-q=0,
$$

where

$$
p=x^{2}+x y+y^{2}, \quad q=x y(x+y)
$$

Put

$$
(-x)^{n}+(-y)^{n}+(x+y)^{n}=S_{n} .
$$

Between successive values of $S_{n}$ there exist the following relationships

$$
S_{n+3}=p S_{n+1}+q S_{n},
$$

$S_{1}$ being equal to zero. Let us prove that $S_{n}$ is divisible by $p^{2}$ if $n \equiv 1(\bmod 6)$ using the method of mathematical induction. Suppose $S_{n}$ is divisible by $p^{2}$ and prove that then $S_{n+6}$ is also divisible by $p^{2}$. We have

$$
S_{n+6}=p S_{n+4}+q S_{n+3}, \quad S_{n+4}=p S_{n+2}+q S_{n+1} .
$$

Therefore

$$
\begin{aligned}
S_{n+6}=p\left(p S_{n+2}+q S_{n+1}\right)+ & q\left(p S_{n+1}+q S_{n}\right)= \\
& =p^{2} S_{n+2}+2 p q S_{n+1}+q^{2} S_{n} .
\end{aligned}
$$

Since, by supposition, $S_{n}$ is divisible by $p^{2}$, it suffices to prove that $S_{n+1}$ is divisible by $p$. Thus, we only have to prove that

$$
(x+y)^{n}+(-x)^{n}+(-y)^{n}
$$

is divisible by $x^{2}+x y+y^{3}$ if $n \equiv 2(\bmod 6)$. Proceeding in the same way as in $1^{\circ}$, we easily prove our assertion. And so, assuming that $S_{n}$ is divisible by $p^{2}$, we have proved that $S_{n+6}$ is also divisible by $p^{2}$. But $S_{1}=0$ is divisible
by $p^{2}$. Consequently,

$$
S_{n}=(x+y)^{n}-x^{n}-y^{n}
$$

is divisible by $\left(x^{2}+x y+y^{2}\right)$ at any $n \equiv 1(\bmod 6)$. lt only remains to prove its divisibility by $x+y$ and by $x y$.
16. Equality $1^{\circ}$ is obvious. From Problem 15 it follows that $(x+y)^{5}-x^{5}-y^{5}$ is divisible by $x y(x+y)\left(x^{2}+\right.$ $\left.+x y+y^{2}\right)$. Since both the polynomials $(x+y)^{5}-x^{5}-y^{5}$ and $x y(x+y)\left(x^{2}+x y+y^{2}\right)$ are homogeneous with respect to $x$ and $y$ of one and the same power, the quotient of division $(x+y)^{5}-x^{5}-y^{5}$ by $x y(x+y)\left(x^{2},+x y+y^{2}\right)$ will be a certain quantity independent of $x$ and $y$. Let us denote it by $A$. We then have

$$
(x+y)^{5}-x^{5}-y^{5}=A y(x+y)\left(x^{2}+x y+y^{2}\right)
$$

Since this equality represents an identity and, hence, holds for all values of $x$ and $y$, let us put here, for instance, $x=1, y=1$. We get

$$
2^{5}-1-1=A \cdot 2 \cdot 3
$$

Hence $A=5$, and we finally get

$$
(x+y)^{5}-x^{5}-y^{5}=5 x y(x+y)\left(x^{2}+x y+y^{2}\right)
$$

Using the result of Problem $15\left(2^{\circ}\right)$, we can write similarly

$$
(x+y)^{7}-x^{7}-y^{7}=A x y(x+y)\left(x^{2}+x y+y^{2}\right)^{2}
$$

Putting here $x=y=1$, we find $A=7$.
17. It is known that

$$
(x+y+z)^{3}-x^{3}-y^{3}-z^{3}=3(x+y)(x+z)(y+z) .
$$

Let us prove that $(x+y+z)^{m}-x^{m}-y^{m}-z^{m}$ is divisible by $x+y$. Considering our polynomial rearranged in powers of $x$, we put in it $x=-y$. We have

$$
(-y+y+z)^{m}-(-y)^{m}-y^{m}-z^{m}=0
$$

since $m$ is odd.
Consequently, our polynomial is divisible by $(x+y)$. Likewise we make sure that it is divisible by $(x+z)$ and by $(y+z)$.
18. The condition necessary and sufficient for a polynomial $f(x)$ to be divisible by $x-a$ consists in that $f(a)=$
$=0$. Put

$$
f(x)=x^{3}+k y z x=y^{3}+z^{3} .
$$

For this polynomial to be divisible by $x+y+z$ it is necessary and sufficient that

$$
f(-y-z)=0 .
$$

However

$$
\begin{aligned}
& f(-y-z)=-(y+z)^{3}-k y z(y+z)+y^{3}+z^{3}= \\
& =-(k+3) y z(y+z),
\end{aligned}
$$

wherefrom follows $k=-3$. Thus, for $x^{3}+y^{3}+z^{3}+$ $+k x y z$ to be divisible by $x+y+z$ it is necessary and sufficient that $k=-3$.
19. Divide $n$ by $p$. We get $n=l p+r$, where $l$ is a positive integer and $0 \leqslant r<p$. Consequently,

$$
\begin{aligned}
& x^{n}-a^{n}=x^{l p} x^{r}-a^{l p} a^{r}=x^{l p} x^{r}-a^{l p} x^{r}+a^{l p} x^{r}-a^{l p} a^{r}= \\
&=x^{r}\left(x^{l p}-a^{l p}\right)+a^{l p}\left(x^{r}-a^{r}\right) .
\end{aligned}
$$

But $\quad x^{l p}-a^{l p}=\left(x^{p}\right)^{l}-\left(a^{p}\right)^{l}$ is divisible by $x^{p}-a^{p}$, therefore for the divisibility $x^{n}-a^{n}$ by $x^{p}-a^{p}$ it is necessary and sufficient that $x^{r}-a^{r}$ is divisible by $x^{p}-a^{p}$. But it is possible only when $r=0$, and, consequently, $n=l p$. Finally, for $x^{n}-a^{n}$ to be divisible by $x^{p}-a^{p}$ it is necessary and sufficient that $n$ is divisible by $p$.
20. Put $f(x)=x^{4 a}+x^{4 b+1}+x^{4 c+2}+x^{4 d+3}$. On the other hand,

$$
\begin{aligned}
x^{3}+x^{2}+x+1=(x+1)\left(x^{2}\right. & +1)= \\
& =(x+1)(x+i)(x-i) .
\end{aligned}
$$

It only remains to show that

$$
f(-1)=f(i)=f(-i)=0
$$

21. We have

$$
\begin{aligned}
1+x^{2}+x^{4}+\ldots+x^{2 n-2} & =\frac{x^{2 n}-1}{x^{2}-1} \\
1+x+x^{2}+\ldots+x^{n-1} & =\frac{x^{n}-1}{x-1}
\end{aligned}
$$

It is required to find out at what $n \frac{x^{2 n}-1}{x^{2}-1}: \frac{x^{n}-1}{x-1}$ will be a polynomial in $x$. We find

$$
\frac{x^{2 n}-1}{x^{2}-1}: \frac{x^{n}-1}{x-1}=\frac{x^{n}+1}{x+1}
$$

For $x^{n}+1$ to be divisible by $x+1$ it is necessary and sufficient that $.(-1)^{n}+1=0$, i.e. that $n$ is odd.
Thus, $1+x^{2}+\ldots+x^{2 n-2}$ is divisible by $1+x+$ $+x^{2}+\ldots+x^{n-1}$ if $n$ is odd.
22. $1^{\circ}$ Put

$$
f(x)=(\cos \varphi+x \sin \varphi)^{n}-\cos n \varphi-x \sin n \varphi
$$

But $\quad x^{2}+1=(x+i)(x-i) \quad$ and $\quad f(i)=$ $=(\cos \varphi+i \sin \varphi)^{n}-(\cos n \varphi+i \sin n \varphi)=0($ by de Moivre's formula). Likewise we make sure that $f(-i)=0$, and our supposition is proved.
$2^{\circ}$ Resolve the polynomial $x^{2}-2 \rho x \cos \varphi+\rho^{2}$ into factors linear in $x$. For this purpose find the roots of the quadratic equation

$$
x^{2}-2 \rho x \cos \varphi+\rho^{2}=0
$$

We get

$$
x=\rho \cos \varphi \pm \sqrt{\rho^{2} \cos ^{2} \varphi-\rho^{2}}=\rho(\cos \varphi \pm i \sin \varphi) .
$$

Let us denote

$$
x^{n} \sin \varphi-\rho^{n-1} x \sin n \varphi+\rho^{n} \sin (n-1) \varphi=f(x)
$$

We have to prove that

$$
f[\rho(\cos \varphi \pm i \sin \varphi)=0
$$

23. Suppose

$$
\begin{aligned}
& x^{4}+1=\left(x^{2}+p x+q\right)\left(x^{2}+p^{\prime} x+q^{\prime}\right)= \\
& =x^{4}+\left(p+p^{\prime}\right) x^{3}+\left(q+q^{\prime}+p p^{\prime}\right) x^{2}+ \\
& +\left(p q^{\prime}+q p^{\prime}\right) x+q q^{\prime} .
\end{aligned}
$$

For determining $p, q, p^{\prime}$ and $q^{\prime}$ we have four equations

$$
\begin{align*}
p+p^{\prime} & =0,  \tag{1}\\
p p^{\prime}-q+q^{\prime} & =0,  \tag{2}\\
p q^{\prime}+q p^{\prime} & =0,  \tag{3}\\
q q^{\prime} & =1 . \tag{4}
\end{align*}
$$

From (1) and (3) we find $p^{\prime}=-p, p\left(q^{\prime}-q\right)=0$.
$1^{\circ}$ Assume $p=0, p^{\prime}=0, q+q^{\prime}=0, q q^{\prime}=1, q^{2}=-1$, $q= \pm i, q^{\prime}=\mp i$.

The corresponding factorization has the form

$$
\begin{aligned}
x^{4}+1 & =\left(x^{2}+i\right)\left(x^{2}-i\right) \\
2^{\circ} q^{\prime}=q, q^{2}=1, q & = \pm 1
\end{aligned}
$$

$$
\text { Suppose first } q^{\prime}=q=1 \text {. Then } p p^{\prime}=-2, p+p^{\prime}=0
$$ $p^{2}=2, p= \pm \sqrt{2}, p^{\prime}=\mp \sqrt{2}$. The corresponding factorization is

$$
x^{4}+1=\left(x^{2}-\sqrt{2} x+1\right)\left(x^{2}+\sqrt{2} x+1\right)
$$

Assume then

$$
q=q^{\prime}=-1, \quad p+p^{\prime}=0, p p^{\prime}=2, \quad p= \pm \sqrt{2} i,
$$

The factorization will be

$$
x^{4}+1=\left(x^{2}+\sqrt{2} i x-1\right)\left(x^{2}-\sqrt{2} i x-1\right)
$$

24. Put.

$$
\sqrt{a+b i}=x+y i,
$$

whence

$$
a+b i=x^{2}-y^{2}+2 x y i ;
$$

consequently,

$$
x^{2}-y^{2}=a, \quad 2 x y=b
$$

To find $x$ and $y$ it only remains to solve this system of two equations in two unknowns.

We have

$$
\left(x^{2}+y^{2}\right)^{2}=\left(x^{2}-y^{2}\right)^{2}+4 x^{2} y^{2}=a^{2}+b^{2}, \quad x^{2}+y^{2}=\sqrt{a^{2}+b^{2}}
$$

therefore

$$
\begin{array}{ll}
x^{2}=a+\sqrt{a^{2}+b^{2}}, & y^{2}=-a+\sqrt{a^{2}+b^{2}} \\
x= \pm \sqrt{a+\sqrt{a^{2}+b^{2}},} & y= \pm \sqrt{-a+\sqrt{a^{2}+b^{2}}}
\end{array}
$$

the signs of the roots being related as $2 x y=b$. And so, the following formula takes place

$$
\sqrt{a+b i}= \pm\left(\sqrt{a+\sqrt{a^{2}+b^{2}}}+i \sqrt{-a+\sqrt{a^{2}+b^{2}}}\right)
$$

if $b>0$ (since then the signs of $x$ and $y$ must be the same), and

$$
\sqrt{a+b i}= \pm\left(\sqrt{a+\sqrt{a^{2}+b^{2}}}-i \sqrt{-a+\sqrt{a^{2}+b^{2}}}\right)
$$

if $b<0$.
25. The roots of the given equation are determined by the formula

$$
\begin{aligned}
x_{k}=\cos \frac{2 k \pi}{n} & +i \sin \frac{2 k \pi}{n}= \\
& =\left(\cos \frac{2 \pi}{n}+i \sin \frac{2 \pi}{n}\right)^{k} \quad(k=0,1, \ldots, n-1) .
\end{aligned}
$$

26. We have

$$
s=\sum_{k=0}^{n-1} x_{k}^{p}=\sum_{k=0}^{n-1} \varepsilon^{k p},
$$

where

$$
\varepsilon=\cos \frac{2 \pi}{n}+i \sin \frac{2 \pi}{n} .
$$

Thus

$$
\sum_{k=0}^{n-1} x_{k}^{p}=1+\varepsilon^{p}+\varepsilon^{2 p}+\ldots+\varepsilon^{(n-1) p}
$$

But

$$
\varepsilon^{p}=\cos \frac{2 p \pi}{n}+i \sin \frac{2 p \pi}{n} .
$$

It is obvious that $\varepsilon^{p}=1$ if and only if $p$ is divisible by $n$. In this case

$$
s=n .
$$

And if $\varepsilon^{p} \neq 1$, then $s=1+\varepsilon^{p}+\varepsilon^{2 p}+\ldots+\varepsilon^{(n-1) p}=$ $=\frac{\varepsilon^{n p}-1}{\varepsilon^{p}-1}=0$, since $\varepsilon^{n p}=1$.
Thus

$$
\sum_{k=0}^{n-1} x_{k}^{p}=n \text { if } p \text { is divisible by } n,
$$

and

$$
\sum_{k=0}^{n-1} x_{k}^{p}=0 \text { if } p \text { is not divisible by } n .
$$

27. We have

$$
\sum_{k=0}^{n-1}\left|A_{k}\right|^{2}=\sum_{k=0}^{n-1} A_{k} \overline{A_{k}} .
$$

But

$$
\begin{aligned}
& A_{k} \bar{A}_{k}=\left(x+y \varepsilon^{k}+z \varepsilon^{2 k}+\ldots+w \varepsilon^{(n-1) k}\right) \times \\
& \times\left(\bar{x}+\bar{y} \varepsilon^{-k}+\bar{z} \varepsilon^{-2 k}+\cdots+\bar{w} \varepsilon^{-(n-1) k}\right)= \\
& =x \bar{x}+y \bar{y}+\ldots+w \bar{w}+x\left(\bar{y} \varepsilon^{-k}+\bar{z} \varepsilon^{-2 k}+\ldots+\right. \\
& \left.+\bar{w} \varepsilon^{-(n-1) k}\right)+y \varepsilon^{k}\left(\bar{x}+\bar{z} \varepsilon^{-2 k}+\ldots+\bar{w} \varepsilon^{-(n-1) k}\right)+ \\
& +z \varepsilon^{2 k}\left(\bar{x}+\bar{y} \varepsilon^{-k}+\ldots+\bar{w} \varepsilon^{-(n-1) k}\right)+ \\
& +w \varepsilon^{(n-1) k}\left(\bar{x}+\bar{y} \varepsilon^{-k}+\cdots+\bar{u} \varepsilon^{-(n-2) k}\right) .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \sum_{k=0}^{n-1} A_{k}{\overline{A_{k}}}_{k}=n\left(|x|^{2}+|y|^{2}+\ldots+|w|^{2}\right)+ \\
& \quad+x \sum_{k=0}^{n-1}\left(\bar{y} \varepsilon^{-k}+\bar{z} \varepsilon^{-2 k}+\ldots+\bar{w} \varepsilon^{-(n-1) k}\right)+ \\
& \quad+y \sum_{k=0}^{n-1}\left(\bar{x} \varepsilon^{k}+\bar{z} \varepsilon^{-k}+\ldots+\bar{w} \varepsilon^{-(n-2) k}\right)+\ldots+ \\
& \quad+w \sum_{k=1}^{n-1}\left(\bar{x} \varepsilon^{(n-1) k}+\bar{y} \varepsilon^{(n-2) k}+\ldots+\bar{u} \varepsilon^{k}\right) .
\end{aligned}
$$

But $\sum_{k=0}^{n-1} \varepsilon^{l k}=0$ if $l$ is not divisible by $n$ (see Problem 26).
Therefore all the sums in the right member vanish and we get

$$
\left|A_{0}\right|^{2}+\left|A_{1}\right|^{2}+\ldots+\left|A_{n-1}\right|^{2}=n\left\{|x|^{2}+|y|^{2}+\ldots+|w|^{2}\right\} .
$$

28. $1^{\circ}$ Denote the roots of index $2 n$ from unity by $x_{s}$ so that

$$
x_{s}=\cos \frac{2 s \pi}{n}+i \sin \frac{2 s \pi}{n} \quad(s=1,2, \ldots, 2 n) .
$$

Therefore

$$
x^{2 n}-1=\prod_{s=1}^{2 n}\left(x-x_{s}\right)=\prod_{s=1}^{n-1}\left(x-x_{s}\right) \prod_{s=n+1}^{2 n-1}\left(x-x_{s}\right) \cdot\left(x^{2}-1\right),
$$

since $x_{n}=-1, x_{2 n}=1$. But $x_{2 n-s}=\bar{x}_{s}$, consequently,

$$
\begin{aligned}
& x^{2 n}-1=\left(x^{2}-1\right) \prod_{s=1}^{n-1}\left(x-x_{s}\right)\left(x-\bar{x}_{s}\right)= \\
&=\left(x^{2}-1\right) \prod_{s=1}^{n-1}\left(x^{2}-2 x \cos \frac{s \pi}{n}+1\right)
\end{aligned}
$$

The rest of the cases are proved similarly.
29. $1^{\circ}$ Rewrite the equality $1^{\circ}$ of the preceding problem in the following way

$$
x^{2 n-2}+x^{2 n-4}+\ldots+x^{2}+1=\prod_{s=1}^{n-1}\left(x^{2}-2 x \cos \frac{s \pi}{n}+1\right) .
$$

Put in this identity $x=1$. We have

$$
\begin{aligned}
& n=\prod_{s=1}^{n-1}\left(2-2 \cos \frac{s \pi}{n}\right)=\prod_{s=1}^{n-1} 4 \sin ^{2} \frac{s \pi}{n}= \\
& =2^{2(n-1)} \sin ^{2} \frac{\pi}{n} \cdot \sin ^{2} \frac{2 \pi}{n} \ldots \sin ^{2} \frac{(n-1) \pi}{n} .
\end{aligned}
$$

Hence

$$
\sin \frac{\pi}{n} \cdot \sin \frac{2 \pi}{n} \ldots \sin \frac{(n-1) \pi}{n}=\frac{\sqrt{n}}{2^{n-1}} .
$$

$2^{\circ}$ Solved analogously to $1^{\circ}$.
30. We have

$$
x^{n}-1=(x-1)(x-\alpha)(x-\beta)(x-\gamma) \ldots(x-\lambda) .
$$

Hence

$$
x^{n-1}+x^{n-2}+\ldots+x+1=(x-\alpha)(x-\beta) \ldots(x-\lambda) .
$$

Consequently

$$
(1-\alpha)(1-\beta) \ldots(1-\lambda)=n
$$

31. Set up an equation whose roots are

$$
x_{1}-1, \quad x_{2}-1, \quad \ldots, x_{n}-1
$$

This equation has the form

$$
(x+1)^{n}+(x+1)^{n-1}+\ldots+(x+1)+1=0
$$

i.e.

$$
\frac{(x+1)^{n+1}-1}{x+1-1}=\frac{(x+1)^{n+1}-1}{x}=0 .
$$

Then set up an equation with the roots

$$
\frac{1}{x_{1}-1}, \quad \frac{1}{x_{2}-1}, \quad \cdots, \frac{1}{x_{n}-1} .
$$

It has the form

$$
\frac{\left(\frac{1}{x}+1\right)^{n+1}-1}{\frac{1}{x}}=\frac{(1+x)^{n+1}-x^{n+1}}{x^{n}}=0 .
$$

Expanding the last expression in powers of $x$, we find

$$
(n+1) x^{n}+\frac{(n+1) n}{1 \cdot 2} x^{n-1}+\ldots=0
$$

or

$$
x^{n}+\frac{n}{2} x^{n-1}+\ldots .
$$

The sum of the roots of this equation is equal to $-\frac{n}{2}$. Consequently

$$
\frac{1}{x_{1}-1}+\frac{1}{x_{2}-1}+\ldots+\frac{1}{x_{n}-1}=-\frac{n}{2} .
$$

32. Consider the equation (with $t$ as an unknown)

$$
\frac{x^{2}}{t}+\frac{y^{2}}{t-b^{2}}+\frac{z^{2}}{t-c^{2}}=1
$$

By virtue of the given equations this equation has three roots: $\mu^{2}, \nu^{2}, \rho^{2}$.
Expanding the last equation in powers of $t$, we get

$$
\begin{aligned}
& t\left(t-b^{2}\right)\left(t-c^{2}\right)-x^{2}\left(t-b^{2}\right)\left(t-c^{2}\right)- \\
&-y^{2}\left(t-c^{2}\right) t-z^{2}\left(t-b^{2}\right) t=0 \\
& t^{3}+\alpha t^{2}+\ldots=0
\end{aligned}
$$

where $\alpha=-b^{2}-c^{2}-x^{2}-y^{2}-z^{2}$.
But as we know, the roots of this equation are $\mu^{2}, v^{2}, \rho^{2}$. Therefore, it must be

$$
\mu^{2}+v^{2}+\rho^{2}=b^{2}+c^{2}+x^{2}+y^{2}+z^{2} .
$$

Hence

$$
x^{2}+y^{2}+z^{2}=\mu^{2}+v^{2}+\rho^{2}-b^{2}-c^{2} .
$$

33. Since $\cos \alpha+i \sin \alpha$ is the root of the given equation, we have

$$
\sum_{k=0}^{n} p_{k}(\cos \alpha+i \sin \alpha)^{n-k}=0 \quad\left(p_{0}=1\right)
$$

or

$$
(\cos \alpha+i \sin \alpha)^{n} \sum_{k=0}^{n} p_{k}(\cos \alpha+i \sin \alpha)^{-k}=0 .
$$

But

$$
(\cos \alpha+i \sin \alpha)^{-1}=\cos \alpha-i \sin \alpha
$$

therefore

$$
\sum_{k=0}^{n} p_{k}(\cos \alpha-i \sin \alpha)^{k}=0, \quad \sum_{k=0}^{n} p_{k}(\cos \alpha k-i \sin \alpha k)=0 .
$$

Hence, indeed,

$$
\sum_{k=0}^{n} p_{k} \sin k \alpha=p_{1} \sin \alpha+p_{2} \sin 2 \alpha+\ldots+p_{n} \sin n \alpha=0
$$

34. On the basis of the given data we have identically

$$
\begin{array}{rl}
x^{n}+p_{1} x^{n-1}+p_{2} x^{n-2}+\ldots+p_{n-1} & x+p_{n} \\
\quad & =(x-a)(x-b) \ldots(x-k) .
\end{array}
$$

Substituting for $x$ first $i$ and then $-i$ and multiplying termwise, we get the required result.
35. Extracting the two given equations termwise, we find

$$
\begin{equation*}
\left(p-p^{\prime}\right) x+\left(q-q^{\prime}\right)=0 \tag{1}
\end{equation*}
$$

Multiplying the first equation by $q^{\prime}$ and the second by $q$ and subtracting term by term, we have

$$
\begin{align*}
x^{3}\left(q^{\prime}-q\right)+x\left(p q^{\prime}-q p^{\prime}\right) & =0 \\
x^{2}\left(q^{\prime}-q\right)+p q^{\prime}-q p^{\prime} & =0 . \tag{2}
\end{align*}
$$

Eliminating then $x$ from equations (1) and (2), we obtain the required result.
36. The roots of the equation

$$
x^{7}=1
$$

are

$$
\cos \frac{2 k \pi}{7}+i \sin \frac{2 k \pi}{7} \quad(k=0,1,2, \ldots, 6) .
$$

Therefore, the roots of the equation

$$
\begin{equation*}
x^{6}+x^{5}+x^{4}+x^{3}+x^{2}+x+1=0 \tag{*}
\end{equation*}
$$

will be

$$
x_{k}=\cos \frac{2 k \pi}{7}+i \sin \frac{2 k \pi}{7} \quad(k=1,2,3,4,5,6) .
$$

Put

$$
x+\frac{1}{x}=y
$$

then

$$
x^{2}+\frac{1}{x^{2}}=y^{2}-2, \quad x^{3}+\frac{1}{x^{3}}=y^{3}-3 y .
$$

Equation (*) may be rewritten in the following way

$$
\left(x^{3}+\frac{1}{x^{3}}\right)+\left(x^{2}+\frac{1}{x^{2}}\right)+\left(x+\frac{1}{x}\right)+1=0 .
$$

It is evident that
$x_{1}=\bar{x}_{6}, \quad x_{2}=\bar{x}_{5}, \quad x_{3}=\bar{x}_{4}, \quad x_{k}+\frac{1}{x_{k}}=x_{k}+\bar{x}_{k}=2 \cos \frac{2 k \pi}{7}$.
Hence, we may conclude that the quantities

$$
2 \cos \frac{2 \pi}{7}, \quad 2 \cos \frac{4 \pi}{7}, \quad 2 \cos \frac{8 \pi}{7}
$$

are the roots of the following equation

$$
y^{3}+y^{2}-2 y-1=0 .
$$

Let us set up an equation with the following roots

$$
\sqrt[3]{2 \cos \frac{2 \pi}{7}}, \quad \sqrt[3]{2 \cos \frac{4 \pi}{7}}, \quad \sqrt[3]{2 \cos \frac{8 \pi}{7}}
$$

Let the roots of a certain cubic equation

$$
x^{3}-a x^{2}+b x-c=0
$$

be

$$
\alpha, \beta, \gamma
$$

We then have

$$
\alpha+\beta+\gamma=a, \quad \alpha \beta+\alpha \gamma+\beta \gamma=b, \quad \alpha \beta \gamma=c .
$$

Let the equation, whose roots are the quantities $\sqrt[3]{ } \bar{\alpha}, \sqrt[3]{\bar{\beta}}$, $\sqrt[3]{\gamma}$, be

$$
x^{3}-A x^{2}+B x-C=0
$$

Then

$$
\begin{aligned}
\sqrt[3]{\alpha}+\sqrt[3]{\beta}+\sqrt[3]{\gamma} & =A \\
\sqrt[3]{\alpha} \sqrt[3]{\bar{\beta}}+\sqrt[3]{\alpha} \sqrt[3]{\gamma}+\sqrt[3]{\beta} \sqrt[3]{\gamma} & =B, \quad \sqrt[3]{\alpha \beta \gamma}=C
\end{aligned}
$$

Let us make use of the following identity

$$
\begin{aligned}
(m+p+q)^{3}=m^{3}+ & p^{3}+q^{3}+ \\
& +3(m+p+q)(m p+m q+p q)-3 m p q
\end{aligned}
$$

Putting here instead of $m, p$ and $q$ first $\sqrt[3]{\alpha}, \sqrt[3]{\beta}, \sqrt[3]{\gamma}$, and then $\sqrt[3]{\alpha \beta}, \sqrt[3]{\alpha \gamma}, \sqrt[3]{\overline{\beta \gamma}}$, we find

$$
A^{3}=a+3 A B-3 C, \quad B^{3}=b+3 B C A-3 C^{2}
$$

In our case we have $a=-1, b=-2, c=1, C=1$. Hence

$$
A^{3}=3 A B-4, \quad B^{3}=3 A B-5
$$

Multiplying these equations and putting $A B=z$, we find

$$
\begin{aligned}
& z^{3}-9 z^{2}+27 z-20=0, \quad(z-3)^{3}+7=0 \\
& z=3-\sqrt[3]{7}
\end{aligned}
$$

But

$$
A^{3}=3 z-4=5-3 \sqrt[3]{\overline{7}}, \quad A=\sqrt[3]{5-3 \sqrt[3]{\overline{7}}}
$$

Therefore, indeed,

$$
\begin{aligned}
\sqrt[3]{\alpha} & +\sqrt[3]{\bar{\beta}}+\sqrt[3]{\bar{\gamma}}= \\
& =\sqrt[3]{2 \cos \frac{2 \pi}{7}}+\sqrt[3]{2 \cos \frac{4 \pi}{7}}+\sqrt[3]{2 \cos \frac{8 \pi}{7}}= \\
& =\sqrt[3]{5-3 \sqrt[3]{7}}
\end{aligned}
$$

The second identity is proved in the same way.
37. Since by hypothesis $a+b+c=0$, we may consider that $a, b$ and $c$ are the roots of the following equation

$$
x^{3}+p x+q=0
$$

where

$$
p=a b+a c+b c, \quad q=-a b c
$$

We have

$$
(a+b+c)^{2}=a^{2}+b^{2}+c^{2}+2(a b+a c+b c)
$$

i.e.

$$
s_{2}=-2 p
$$

Putting in our equation in turn $x=a, x=b, x=c$, we get the following equalities

$$
a^{3}+p a+q=0, \quad b^{3}+p b+q=0
$$

$$
c^{3}+p c+q=0
$$

Adding them term by term, we find

$$
s_{3}+p s_{1}+3 q=0
$$

But since $s_{1}=a+b+c=0$, we have $s_{3}=-3 q$.
Multiplying both members of the original equation by $x^{k}$, putting then $x=a, b$ and $c$, and adding, we find

$$
s_{k+3}=-p s_{k+1}-q s_{k} .
$$

Putting here $k=1,2,3,4$, we find
$s_{4}=2 p^{2}, \quad s_{5}=5 p q, \quad s_{6}=-2 p^{3}+3 q^{2}, \quad s_{7}=-7 p^{2} q$.
Taking advantage of these relationships, we easily prove the first six formulas. The last one is also obtained readily.
38. We have

$$
x-u=\cdot v-y, \quad x^{2}-u^{2}=v^{2}-y^{2} .
$$

The second equality may be rewritten as follows

$$
(x-u)(x+u)-(v-y)(v+y)=0 .
$$

Since $x-u=v-y$, the last equality is rewritten as

$$
(x-u)[x+u-(v+y)]=0
$$

wherefrom follows

$$
\begin{aligned}
& \quad 1^{\circ} x-u=0, v-y=0, x=u, y=v ; \\
& 2^{\circ}(x+u)-(v+y)=0,(x-u)-(v-y)=0, x= \\
& =v, y=u
\end{aligned}
$$

Consequently, indeed,

$$
x^{n}+y^{n}=u^{n}+v^{n} .
$$

Let us go over to the second case. Suppose $x, y, z$ are the roots of a cubic equation

$$
\alpha^{3}+p \alpha^{2}+q \alpha+r=0
$$

Prove that $u, v$ and $t$ are the roots of the same equation. We have

$$
x+y+z=-p, \quad x y+x z+y z=q, \quad x y z=-r .
$$

Hence, to prove that $u, v$, and $t$ are the roots of the same equation (whose roots are $x, y$ and $z$ ) it is sufficient to prove that

$$
\begin{aligned}
u+v+t=x+y+z, \quad u v & +u t+v t= \\
& =x y+x z+y z, \quad u v t=x y z
\end{aligned}
$$

The first of these equalities is true by hypothesis. The second one follows immediately from the identity
$2(x y+x z+y z)=(x+y+z)^{2}-\left(x^{2}+y^{2}+z^{2}\right)$
and from the condition

$$
x^{2}+y^{2}+z^{2}=u^{2}+v^{2}+t^{2}
$$

Likewise, the third equality follows from the identity

$$
\begin{aligned}
3 x y z=x^{3}+y^{3}+z^{3}+ & 3(x+y+z) \times \\
& \times(x y+x z+y z)-(x+y+z)^{3}
\end{aligned}
$$

and from the condition

$$
x^{3}+y^{3}+z^{3}=u^{3}+v^{3}+t^{3} .
$$

Thus, $u, v, t$ as well as $x, y, z$ are the roots of the same thirddegree equation. Therefore, one of the six possibilities takes place

| $u$ | $v$ | $t$ |
| :--- | :--- | :--- |
| $x$ | $y$ | $z$ |
| $y$ | $x$ | $z$ |
| $x$ | $z$ | $y$ |
| $y$ | $z$ | $x$ |
| $z$ | $x$ | $y$ |
| $z$ | $y$ | $x$ |

It is obvious that in all cases we have

$$
x^{n}+y^{n}+z^{n}=u^{n}+v^{n}+t^{n} .
$$

39. Squaring the first trinomial, we get

$$
A^{2}=\left(x_{1}^{2}+2 x_{2} x_{3}\right)+\left(x_{3}^{2}+2 x_{1} x_{2}\right) \varepsilon+\left(x_{2}^{2}+2 x_{1} x_{3}\right) \varepsilon^{2} .
$$

Then
$A^{3}=\left(x_{1}^{3}+x_{2}^{3}+x_{3}^{3}+6 x_{1} x_{2} x_{3}\right)+\left(3 x_{1}^{2} x_{2}+3 x_{2}^{2} x_{1}+3 x_{2}^{2} x_{3}\right) \varepsilon+$

$$
+\left(3 x_{1}^{2} x_{3}+3 x_{2}^{2} x_{1}+3 x_{3}^{2} x_{2}\right) \varepsilon^{2} .
$$

Put

$$
\alpha=x_{1}^{2} x_{2}+x_{2}^{2} x_{3}+x_{3}^{2} x_{1}, \quad \beta=x_{1} x_{2}^{2}+x_{2} x_{3}^{2}+x_{3} x_{1}^{2} .
$$

Now

$$
x_{1}^{3}+x_{2}^{3}+x_{3}^{3}=-\left(p x_{1}+q\right)-\left(p x_{2}+q\right)-\left(p x_{3}+q\right)=-3 q,
$$

since

$$
x_{1}+x_{2}+x_{3}=0 .
$$

Furthermore

$$
x_{1} x_{2} x_{3}=-q,
$$

therefore

$$
A^{3}=-9 q+3 \alpha \varepsilon+3 \beta \varepsilon^{2} .
$$

Substituting $x_{2}$ and $x_{3}$, we also find

$$
B^{3}=-9 q+3 \alpha \varepsilon^{2}+3 \beta \varepsilon .
$$

Hence

$$
A^{3}+B^{3}=-18 q-3 \alpha-3 \beta=-27 q,
$$

since
$\alpha+\beta=x_{1} x_{2}\left(x_{1}+x_{2}\right)+x_{2} x_{3}\left(x_{2}+x_{3}\right)+$ $+x_{3} x_{1}\left(x_{3}+x_{1}\right)=-3 x_{1} x_{2} x_{3}=3 q$.
Likewise we get

$$
A^{3} \cdot B^{3}=-27 p^{3}
$$

It should be taken into consideration that

$$
\begin{aligned}
& \alpha \beta=3 x_{1}^{2} x_{2}^{2} x_{3}^{2}+\left(x_{1}^{3} x_{2}^{3}+x_{1}^{3} x_{3}^{3}+x_{2}^{3} x_{3}^{3}\right)+x_{1}^{4} x_{2} x_{3}+x_{2}^{4} x_{1} x_{3}+ \\
& \quad+x_{3}^{4} x_{2} x_{1}=3 q^{2}+x_{1}^{3} x_{2}^{3} x_{3}^{3}\left(\frac{1}{x_{1}^{3}}+\frac{1}{x_{2}^{3}}+\frac{1}{x_{3}^{3}}\right)+ \\
& \quad+x_{1} x_{2} x_{3}\left(x_{1}^{3}+x_{2}^{3}+x_{3}^{3}\right),
\end{aligned}
$$

and

$$
\frac{1}{x_{1}^{3}}+\frac{1}{x_{2}^{3}}+\frac{1}{x_{3}^{3}}=-\frac{3}{q}-\frac{p^{3}}{q^{3}} .
$$

40. Put

$$
a+b=c+d=p
$$

We have

$$
\left(x^{2}+p x+a b\right)\left(x^{2}+p x+c d\right)=m
$$

or

$$
\left[\left(x+\frac{p}{2}\right)^{2}+a b-\frac{p^{2}}{4}\right]\left[\left(x+\frac{p}{2}\right)^{2}+c d-\frac{p^{2}}{4}\right]=m .
$$

Let

$$
\left(x+\frac{p}{2}\right)^{2}=y
$$

Then the equation takes the form

$$
\left(y+a b-\frac{p^{2}}{4}\right)\left(y+c d-\frac{p^{2}}{4}\right)=m
$$

i.e.

$$
y^{2}+\left(a b+c d-\frac{p^{2}}{2}\right) y+\left(a b-\frac{p^{2}}{4}\right)\left(c d-\frac{p^{2}}{4}\right)-m=0
$$

It only remains to solve this quadratic equation.
41. Make the following substitution

$$
x=y-\frac{a+b}{2},
$$

then

$$
x+a=y+\frac{a-b}{2}, \quad x+b=y-\frac{a-b}{2} .
$$

The equation takes the form

$$
\left(y+\frac{a-b}{2}\right)^{4}+\left(y-\frac{a-b}{2}\right)^{4}=c .
$$

But

$$
\begin{aligned}
\left(y+\frac{a-b}{2}\right)^{4}=y^{4}+4 y^{3} \frac{a-b}{2}+ & 6 y^{2}\left(\frac{a-b}{2}\right)^{2}+ \\
& +4 y\left(\frac{a-b}{2}\right)^{3}+\left(\frac{a-b}{2}\right)^{4}
\end{aligned}
$$

Therefore the equation takes the form

$$
y^{4}+6\left(\frac{a-b}{2}\right)^{2} y^{2}+\left(\frac{a-b}{2}\right)^{4}=\frac{c}{2}
$$

Thus, the problem is reduced to solving a biquadratic equation.
42. Put for brevity

$$
a+b+c=p
$$

and make the substitution

$$
x+p=y
$$

We have

$$
(y-a)(y-b)(y-c) p-a b c(y-p)=0
$$

Hence

$$
p\left\{y^{3}-(a+b+c) y^{2}+(a b+a c+b c) y\right\}-a b c y=0
$$

or
$y\left\{(a+b+c) y^{2}-(a+b+c)^{2} y+\right.$

$$
+(a b+a c+b c)(a+b+c)-a b c\}=0
$$

And so, we find three values for $y$ : one of them is zero, the other two are obtained as the roots of a quadratic equation. Then it is easy to find the corresponding values of $x$.
43. Rewrite the equation in the following way

$$
(x+a)^{3}-3 b c(x+a)+b^{3}+c^{3}=0
$$

Put $x+a=y$. The equation takes the form

$$
y^{3}-3 b c y+b^{3}+c^{3}=0
$$

But it is known (Problem 20, Sec. 1) that

$$
\begin{aligned}
& y^{3}+b^{3}+c^{3}-3 b c y= \\
& \quad=(y+b+c)\left(y^{2}+b^{2}+c^{2}-y b-y c-b c\right)
\end{aligned}
$$

Consequently, one of the roots of the last equation will be $-b-c$, the other two are found by solving the quadratic equation. Then we find the corresponding values of $x$.
44. The equation contains five coefficients: $a, b, c, d$ and $e$, and there exist two relationships among them. Thus, three coefficients remain arbitrary. Let us express all the coefficients in terms of any three.

We have

$$
a=c+d, \quad e=b+c .
$$

The equation takes the form

$$
\begin{array}{r}
(c+d) x^{4}+b x^{3}+c x^{2}+d x+(b+c)=0 \\
c\left(x^{4}+x^{2}+1\right)+d x\left(x^{3}+1\right)+b\left(x^{3}+1\right)=0
\end{array}
$$

But

$$
\begin{aligned}
& x^{3}+1=(x+1)\left(x^{2}-x+1\right) \\
& x^{4}+x^{2}+1=\left(x^{4}+2 x^{2}+1\right)-x^{2}=\left(x^{2}+1\right)^{2}-x^{2}= \\
& =\left(x^{2}+x+1\right)\left(x^{2}-x+1\right)
\end{aligned}
$$

The equation is now rewritten as

$$
\begin{aligned}
&\left(x^{2}-x+1\right)\left\{c\left(x^{2}+x+1\right)+d x(x+1)+\right. \\
&+b(x+1)\}=0
\end{aligned}
$$

Equating the first factor to zero, we find

$$
x=\frac{1}{2} \pm i \frac{\sqrt{ } \overline{3}}{2} .
$$

The remaining two roots are found by solving the second quadratic equation.
45. We have the following formula

$$
\begin{aligned}
(a+b+x)^{3}=a^{3} & +b^{3}+x^{3}+3 a^{2}(b+x)+ \\
& +3 b^{2}(a+x)+3 x^{2}(a+b)+6 a b . x
\end{aligned}
$$

Using this formula, reduce our equation to the form

$$
x^{3}-(a+b) x^{2}-(a-b)^{2} x+(a-b)^{2}(a+b)=0
$$

Hence

$$
\begin{aligned}
x^{2}(x-a-b)-(a-b)^{2}(x-a-b) & =0 \\
(x-a-b)\left[x^{2}-(a-b)^{2}\right] & =0 \\
(x-a-b)(x+a-b)(x-a+b) & =0
\end{aligned}
$$

Thus, the given equation has three roots:

$$
x=a+b, \quad x=a-b, \quad x=b-a .
$$

46. Rewrite the equation as follows

$$
x^{2}+\frac{a^{2} x^{2}}{(a+x)^{2}}-\frac{2 a x^{2}}{a+x}=m^{2}-\frac{2 a x^{2}}{a+x} .
$$

Consequently

$$
\left(x-\frac{a x}{a+x}\right)^{2}=m^{2}-\frac{2 a x^{2}}{a+x} .
$$

Hence

$$
\frac{x^{4}}{(a+x)^{2}}=m^{2}-\frac{2 a x^{2}}{a+x}
$$

Put $\frac{x^{2}}{a+x}=y$. Then the equation takes the form

$$
y^{2}+2 a y-m^{2}=0,
$$

wherefrom we find $y$ and then $x$. For $y$ we find the following values

$$
\begin{equation*}
y=-a \pm \sqrt{a^{2}+m^{2}} \tag{1}
\end{equation*}
$$

The corresponding values of $x$ are determined by the formula

$$
\begin{equation*}
x=\frac{y}{2} \pm \sqrt{\frac{y^{2}}{4}+a y} . \tag{2}
\end{equation*}
$$

Let us take the plus sign in formula (1). In this case the value of $y$ will exceed zero. Computing, by formula (2), the corresponding values of $x$, we make sure that $x$ has two values: one positive, the other negative. And so, our equation always has at least two real roots, positive and negative.

Consider the case when the minus sign is taken in formula (1). Now the value of $y$ is negative, and for $x$ to be real it is necessary and sufficient that $y^{2}+4 a y \geqslant 0$. And, consequently, it must be

$$
y+4 a \leqslant 0
$$

i.e.

$$
\begin{gathered}
-a-\sqrt{a^{2}+m^{2}}+4 a \leqslant 0, \\
m^{2} \geqslant 8 a^{2} .
\end{gathered}
$$

With this condition satisfied, all the four roots will be real. Since ay $<0$, we have

$$
\left|\sqrt{\frac{y^{2}}{4}+a y}\right|<\left|\frac{y}{2}\right|
$$

and, consequently, both real roots, found from formula (1) taken with the minus sign, will be negative. Thus, if all the four roots are real, then one of them is positive, the remaining being negative.
47. Put for brevity

$$
\frac{5 x^{4}+10 x^{2}+1}{x^{4}+10 x^{2}+5}=f(x) .
$$

Then the equation takes the form

$$
f(x) \cdot f(a)=a x
$$

Further, we have

$$
x-f(x)=\frac{(x-1)^{5}}{x^{4}+10 x^{2}+5}, \quad x+f(x)=\frac{(x+1)^{5}}{x^{4}+10 x^{2}+5} .
$$

Dividing the first equation by the second one, we find

Put

$$
\begin{equation*}
\frac{x-f(x)}{x+f(x)}=\left(\frac{x-1}{x+1}\right)^{5} . \tag{*}
\end{equation*}
$$

$$
\frac{x-1}{x+1}=y, \quad \frac{a-1}{a+1}=b
$$

From the equation (*) we get

$$
\begin{gathered}
x-f(x)=y^{5} x+y^{5} f(x), \quad x\left(1-y^{5}\right)=f(x)\left(1+y^{5}\right), \\
\frac{f(x)}{x}=\frac{1-y^{5}}{1+y^{5}} .
\end{gathered}
$$

Likewise we have

$$
\frac{f(a)}{a}=\frac{1-b^{5}}{1+b^{5}} .
$$

Now our equation can be rewritten in the following way

$$
\frac{1-y^{5}}{1+y^{5}}=\frac{1+b^{5}}{1-b^{5}},
$$

whence

$$
y^{5}=-b^{5}
$$

The last equation has five roots, namely

$$
\begin{gathered}
\cdot y_{k}=-b \varepsilon^{k} \quad(k=0,1,2,3,4) \\
\varepsilon=\cos \frac{2 \pi}{5}+i \sin \frac{2 \pi}{5} .
\end{gathered}
$$

But

$$
x=\frac{1+y}{1-y},
$$

consequently

$$
x_{k}=\frac{1+y_{k}}{1-y_{k}}=\frac{1-b \varepsilon^{k}}{1+b \varepsilon^{k}}=\frac{(a+1)-(a-1) \varepsilon^{k}}{(a+1)+(a-1) \varepsilon^{k}} .
$$

Further

$$
\begin{gathered}
x_{k}=\frac{(a+1) \varepsilon^{-\frac{k}{2}}-(a-1) \varepsilon^{\frac{k}{2}}}{(a+1) \varepsilon^{-\frac{k}{2}}+(a-1) \varepsilon^{\frac{k}{2}}}= \\
=\frac{a\left(\varepsilon^{-\frac{k}{2}}-\varepsilon^{\frac{k}{2}}\right)+\varepsilon^{-\frac{k}{2}}+\varepsilon^{\frac{k}{2}}}{a\left(\varepsilon^{-\frac{k}{2}}+\varepsilon^{\frac{k}{2}}\right)+\varepsilon^{-\frac{k}{2}}-\varepsilon^{\frac{k}{2}}}=\frac{\cos \frac{\pi k}{5}-i a \sin \frac{\pi k}{5}}{a \cos \frac{\pi k}{5}-i \sin \frac{\pi k}{5}} .
\end{gathered}
$$

In particular, at $k=0$ the solution is

$$
x_{0}=\frac{1}{a} .
$$

48. Transform the left member of the equation. Denote the sum on the left by $S_{m}$. Then

$$
S_{1}=1+\frac{a_{1}}{x-a_{1}}+\frac{a_{2} x}{\left(x-a_{1}\right)\left(x-a_{2}\right)}=\frac{x^{2}}{\left(x-a_{1}\right)\left(x-a_{2}\right)} .
$$

Prove that

$$
S_{m}=\frac{x^{2 m}}{\left(x-a_{1}\right)\left(x-a_{2}\right) \cdots\left(x-a_{2 m}\right)} .
$$

Suppose this equality is true at $m=n$, and prove that it will be true also at $m=n+1$. We have
$S_{n+1}=\frac{x^{2 n}}{\left(x-a_{1}\right) \cdots\left(x-a_{2 n}\right)}+\frac{a_{2 n+1} x^{2 n}}{\left(x-a_{1}\right) \cdots\left(x-a_{2 n}\right)\left(x-a_{2 n+1}\right)}+$

$$
+\frac{a_{2 n+2} x^{2 n+1}}{\left(x-a_{1}\right) \cdots\left(x-a_{2 n+2}\right)} .
$$

Reducing the right member to a common denominator and accomplishing all the necessary transformations, we get

$$
S_{n+1}=\frac{x^{2 n+2}}{\left(x-a_{1}\right) \cdots\left(x-a_{2 n+2}\right)} .
$$

Now our equation takes the form

$$
\frac{x^{2 m}-2 p x^{m}+p^{2}}{\left(x-a_{1}\right) \cdots\left(x-a_{2 m}\right)}=0
$$

or

$$
\left(x^{m}-p\right)\left(x^{m}-p\right)=0
$$

The equation has $m$ double roots.
49. $1^{\circ}$ We have $x_{1}+x_{2}+x_{3}=-p, x_{1} x_{2}+x_{1} x_{3}+x_{2} x_{3}=$ $=q, x_{1} x_{2} x_{3}=-r$.

From the second equality we get

$$
x_{1} x_{2}+x_{1} x_{3}+x_{1}^{2}=x_{1}\left(x_{1}+x_{2}+x_{3}\right)=q,
$$

whence

$$
x_{1}=-\frac{q}{p} .
$$

Using the first equality, we find

$$
x_{2}+x_{3}=\frac{q-p^{2}}{p} .
$$

From the third equality we have

$$
x_{2} x_{3}=\frac{r p}{q} .
$$

It only remains to set up a quadratic equation satisfied by $x_{2}$ and $x_{3}$.
$2^{\circ}$ Solved analogously to the preceding one.
50. $1^{\circ}$ Using the identity of Problem 4 of this section, we can rewrite our system in the following way

$$
\begin{aligned}
& (y+z+a)\left(y+z \varepsilon+a \varepsilon^{2}\right)\left(y+z \varepsilon^{2}+a \varepsilon\right)=0 \\
& (z+x+b)\left(z+x \varepsilon+b \varepsilon^{2}\right)\left(z+x \varepsilon^{2}+b \varepsilon\right)=0 \\
& (x+y+c)\left(x+y \varepsilon+c \varepsilon^{2}\right)\left(x+y \varepsilon^{2}+c \varepsilon\right)=0
\end{aligned}
$$

To find all the solutions of the given system it is necessary to consider all possible (27) combinations. Thus, we get 27 systems, each containing three equations linear in the unknowns $x, y$, and $z$.

If each of these systems is designated by a three-digit number in which the place occupied by a certain digit corresponds to the number of the equation and the digit itself to the number of the factor in this equation, then the 27 systems will be written as

$$
\begin{aligned}
& 111,112,113,121,122,123,131,132,133, \\
& 211,212,213,221,222,223,231,232,233, \\
& 311,312,313,321,322,323,331,332,333 .
\end{aligned}
$$

Let us explain, for example, system 213: taken from the first equation is the second factor, from the second-
the first factor and from the third-the third factor. Thus, system 213 will have the following form
$y+z \varepsilon+a \varepsilon^{2}=0, \quad z+x+b=0, \quad x+y \varepsilon^{2}+c \varepsilon=0$.
Let us decipher some more systems

$$
\begin{array}{rrrr}
y+z+a=0, & z+x+b=0, & x+y+c=0 ; \\
y+z \varepsilon+a \varepsilon^{2}=0, & z+x \varepsilon^{2}+b \varepsilon=0, & x+y \varepsilon+c \varepsilon^{2}=0 ; \\
y+z \varepsilon^{2}+a \varepsilon=0, & z+x \varepsilon^{2}+b \varepsilon=0, & x+y \varepsilon^{2}+c \varepsilon=0 ; \\
y+z+a=0, & z+x \varepsilon+b \varepsilon^{2}=0, & x+y \varepsilon+c \varepsilon^{2}=0 \tag{122}
\end{array}
$$

and so on.
$2^{\circ}$ We have

$$
\begin{array}{r}
x^{4}=x y z u+a, \quad y^{4}=x y z u+b, \quad z^{4}=x y z u+c \\
u^{4}=x y z u+d .
\end{array}
$$

Multiplying these equations and putting $x y z u=t$, we find

$$
t^{4}=(t+a)(t+b)(t+c)(t+d)
$$

Thus, for determining $t$, we have the following equation

$$
\begin{aligned}
(a+b+c+d) t^{3}+ & (a b+a c+\ldots) t^{2}+ \\
& +(a b c+a c d+\ldots) t+a b c d=0
\end{aligned}
$$

However,

$$
a+b+c+d=0
$$

therefore, for finding $t$ we get a quadratic equation. Knowing $t$, we easily obtain $x, y, z$ and $u$.
51. We have
$1+(1+x)+(1+x)^{2}+\ldots+(1+x)^{n}=\frac{(1+x)^{n+1}-1}{(1+x)-1}=$

$$
=\frac{1}{x}\left\{\sum_{k=0}^{n+1} C_{n+1}^{k} x^{k}-1\right\}==\sum_{k=1}^{n+1} C_{n+1}^{k} x^{k-1} .
$$

Wherefrom follows that the term containing $x^{k}$ will be

$$
C_{n+1}^{k+1} x^{k} .
$$

## 52. We have

$(x+1)^{n}=1+C_{n}^{1} x+C_{n}^{2} x^{2}+\ldots+C_{n}^{s-1} x^{s-1}+C_{n}^{s} x^{s}+\ldots+x^{n}$.

Since this polynomial is multiplied by the second-degree trinomial

$$
(s-2) x^{2}+n x-s
$$

it is clear that the coefficient of $x^{s}$ in the product will be equal to

$$
(s-2) C_{n}^{s-2}+n C_{n}^{s-1}-s C_{n}^{s} .
$$

Carrying out all the necessary transformations, we see that the last expression is equal to

$$
n C_{n}^{s-2}
$$

53. Put $x=1+\alpha$, where $\alpha>0$ (since $x>1$ ).

Then we have

$$
\begin{aligned}
& p x^{q}-q x^{p}-p+q=p(1+\alpha)^{q}-q(1+\alpha)^{p}-p+q= \\
& \quad=p\left\{1+q \alpha+\frac{q(q-1)}{1 \cdot 2} \alpha^{2}+\ldots\right\}- \\
& -q\left\{1+p \alpha+\frac{p(p-1)}{1 \cdot 2} \alpha^{2}+\ldots\right\}-p+q= \\
& \quad=\left(p C_{q}^{2}-q C_{p}^{2}\right) \alpha^{2}+\left(p C_{q}^{3}-q C_{p}^{3}\right) \alpha^{3}+\ldots .
\end{aligned}
$$

Since $q>p$, we can prove that all the terms of the above expansion are positive (the coefficient of $\alpha^{k}$ (if $k>p$ ) will be equal to $\left.p C_{4}^{k}\right]$. Thus, to prove the validity of our assertion, it is sufficient to prove that

$$
\Delta=p C_{q}^{k}-q C_{p}^{k}>0
$$

if $q>p$ and $k \leqslant p$.
We have

$$
\begin{aligned}
& \Delta=p \frac{q(q-1) \ldots(q-k+1)}{1 \cdot 2 \cdot 3 \ldots k}-q \frac{p(p-1) \ldots(p-k+1)}{1 \cdot 2 \cdot 3 \ldots k}= \\
& \begin{array}{r}
=\frac{p q}{k!}\{(q-1)(q-2) \ldots(q-k+1)-(p-1)(p-2) \ldots \times \\
\\
\quad \times(p-k+1)\}>0,
\end{array}
\end{aligned}
$$

since

$$
q-1>p-1, \quad q-2>p-2, \ldots
$$

54. Let the greatest term be

$$
T_{k}=C_{n}^{k} x^{n-k} a^{k}
$$

This term must not be less than the two neighbouring terms $T_{k-1}$ and $T_{k+1}$. Thus, there exist the following inequalities

$$
T_{k} \geqslant T_{k-1}, \quad T_{k} \geqslant T_{k+1}
$$

Whence

$$
\frac{k}{n-k+1} \cdot \frac{x}{a} \leqslant 1, \quad \frac{n-k}{k+1} \cdot \frac{a}{x} \leqslant 1 .
$$

The first of them yields

$$
k \leqslant \frac{(n+1) a}{x+a}
$$

From the second one we get

$$
k \geqslant \frac{(n+1) a}{x+a}-1
$$

First assume the $\frac{(n+1) a}{x+a}$ is a whole number. Then $\frac{(n+1) a}{x+a}-1$ is also a whole number, and since $k$ is a whole number satisfying the inequalities

$$
\frac{(n+1) a}{x+a}-1 \leqslant k \leqslant \frac{(n+1) a}{x+a}
$$

it can attain two values

$$
k=\frac{(n+1) a}{x+a}, \quad k=\frac{(n+1) a}{x+a}-1 .
$$

In this case there are two adjacent terms which are equal to each other but exceed all the rest of the terms. Now consider the case when $\frac{(n+1) a}{x+a}$ is not a whole number. We then have

$$
\frac{(n+1) a}{x+a}=\left[\frac{(n+1) a}{x+a}\right]+\theta,
$$

where $0<\theta<1$ (for the symbol [ ] see Problem 35, Sec. 1). In this case the inequalities take the form

$$
k \leqslant\left[\frac{(n+1) a}{x+a}\right]+\theta, \quad k \geqslant\left[\frac{(n+1) a}{x+a}\right]-(1-\theta) .
$$

It is apparent that in this case there exists only one value of $k$ at which our inequalities are satisfied, namely

$$
k=\left[\frac{(n+1) a}{x+a}\right] .
$$

And so, when $\frac{(n+1) a}{x \mid-a}$ is not a whole number, there exists only one greatest term $T_{k}$.
55. Let $i$ and $r_{i}$ be positive integers. We have

$$
(x+1)^{m}-x^{m}=m x^{m-1}+\frac{m(m-1)}{1 \cdot 2} x^{m-2}+\ldots+m x+1 .
$$

Replacing here $x$ by $x+1$, we gel

$$
\begin{aligned}
& (x+2)^{m}-(x+1)^{m}= \\
& \quad=m(x+1)^{m-1}+\frac{m(m-1)}{1 \cdot 2}(x+1)^{m-2}+\ldots+m(x+1)+1 .
\end{aligned}
$$

Subtracting the preceding equality from the last one, we find

$$
(x+2)^{m}-2(x+1)^{m}+x^{m}=m(m-1) x^{m-2}+p_{1} x^{m-3}+\ldots
$$

Analogously we obtain

$$
\begin{aligned}
(x+3)^{m}-3(x+2)^{m} & +3(x+1)^{m}-x^{m}= \\
& =m(m-1)(m-2) x^{m-3}+p_{2} x^{m-4}+\ldots
\end{aligned}
$$

Using the method of mathematical induction, we can prove the following general identity

$$
\begin{aligned}
& (x+i)^{m}-\frac{i}{1}(x+i-1)^{m}+\frac{i(i-1)}{1 \cdot 2}(x+i-2)^{m}+\ldots+ \\
& +(-1)^{i} x^{m}=m(m-1) \ldots(m-i+1) x^{m-i}+p x^{m-i-1}+\ldots,
\end{aligned}
$$

wherefrom it is easy to obtain that at $i=m$

$$
(x+m)^{m}-\frac{m}{1}(x+m-1)^{m}+\ldots+(-1)^{m} x^{m}=m!.
$$

If $i>m$, we get

$$
\begin{aligned}
& (\dot{x}+i)^{m}-\frac{i}{1}(x+i-1)^{n}+ \\
& \quad+\frac{i(i-1)}{1 \cdot 2}(x+i-2)^{m}+\ldots+(-1)^{i} x^{m}=0 .
\end{aligned}
$$

Putting in the last equalities $x=0$, we find the required identities.
56. We have

$$
\begin{aligned}
&(x+a i)^{n}= x^{n}+C_{n}^{1} x^{n-1} a i+C_{n}^{2} x^{n-2} a^{2} i^{2}+C_{n}^{3} x^{n-3} a^{3} i^{3}+\ldots= \\
&=\left\{x^{n}-C_{n}^{2} x^{n-2} a^{2}+C_{n}^{4} x^{x-4} a^{4}-\cdots\right\}+ \\
&+i\left\{C_{n}^{1} x^{n-1} a-C_{n}^{3} x^{n-3} a^{3}+\ldots\right\} .
\end{aligned}
$$

Going over to the conjugate quantities, we get $(x-a i)^{n}=\left\{x^{n}-C_{n}^{2} x^{n-2} a^{2}+C_{n}^{4} x^{n-4} a^{4}-\ldots\right\}$ -

$$
-i\left\{C_{n}^{1} x^{n-1} a-C_{n}^{3} x^{n-3} a^{3}+\ldots\right\}
$$

Multiplying these equalities term by term, we find the required result.
57. $1^{\circ}$ We can write our product in the following way

$$
\sum_{s=0}^{n} x^{s} \sum_{t=0}^{n} x^{t}=\sum_{l=0}^{2 n} A_{l} x^{l},
$$

wherefrom it follows that

$$
A_{l}=\sum_{\substack{s+l=l \\ 0 \leq s \leq n \\ 0 \leqslant t \leqslant n}} 1
$$

First assume $l \leqslant n$. Then $s$ can attain the values $s=0$, $1,2, \ldots, l$ and, consequently,

$$
A_{l}=l+1
$$

if $l \leqslant n$.
If $n<l \leqslant 2 n$, then we put

$$
l=n+l^{\prime}
$$

where $1 \leqslant l^{\prime} \leqslant n, l^{\prime}=l-n$.
In this case $s$ can take only the following values

$$
s=l^{\prime}, l^{\prime}+1, \ldots, n
$$

The total number of values will be

$$
n-\left(l^{\prime}-1\right)=n-(l-n-1)=2 n-l+1
$$

And so,

$$
A_{l}=2 n+1-l \text { if } n<l \leqslant 2 n
$$

It is easily seen that $A_{n-k}=A_{n+k}=n-k+1$.
Indeed, expanding the product, we get immediately

$$
\begin{aligned}
\left(1+x+x^{2}+\ldots+\right. & \left.x^{n}\right)\left(1+x+x^{2}+\ldots+x^{n}\right)= \\
& =1+2 x+3 x^{2}+\ldots+n x^{n-1}+ \\
& +(n+1) x^{n}+n x^{n+1}+\ldots+2 x^{2 n-1}+x^{2 n}
\end{aligned}
$$

$2^{\circ}$ In this case we have

$$
\sum_{s=0}^{n}(-1)^{s} x^{s} \sum_{t=0}^{n} x^{t}=\sum_{l=0}^{2 n} A_{l} x^{l} .
$$

Hence

$$
A_{l}=\sum_{\substack{l=s+t \\ 0 \leqslant s, n \\ 0 \leqslant t \leqslant n}}(-1)^{s} .
$$

Considering again separately the cases when $l \leqslant n$ and $l>n$, we arrive at the following conclusion
if $l \leqslant n$, then $A_{l}=\frac{1+(-1)^{l}}{2}$,
if $l>n$, then $A_{l}=0$ when $l$ is odd and

$$
A_{l}=(-1)^{n} \text { when } l \text { is even. }
$$

Thus, $A_{l}=0$ for any odd $l$, i.e. the product contains only even powers of $x$, and if $n$ is even, then all the coefficients (of even powers) are equal to +1 ; if $n$ is odd, then half of them is equal to +1 , the other half to -1
$A_{0}=A_{2}=\ldots=A_{n-1}=+1$,

$$
A_{n+1}=A_{n+3}=\ldots=A_{2 n}=-1
$$

$3^{\circ}$ We have

$$
\sum_{k=0}^{n}(k+1) x^{k} \sum_{s=0}^{n}(s+1) x^{s}=\sum_{l=0}^{2 n} A_{l} x^{l} .
$$

Hence

$$
A_{l}=\sum_{\substack{k+s=l \\ 0 \leqslant k \leqslant n \\ 0 \leqslant s \leqslant n}}(k+1)(s+1)=\sum_{\substack{k+s=l \\ 0 \leqslant k \leqslant n \\ 0 \leqslant s \leqslant n}}(k s+l+1) .
$$

Let us first assume that $l \leqslant n$, then $k$ can take on only the following values: $0,1,2, \therefore \ldots, l$, the corresponding values of $s$ being $l, l-1, \ldots, 0$.

Therefore

$$
\begin{aligned}
& A_{l}=\sum_{k=0}^{l}[k(l-k)+l+1]- \\
& \quad=l \sum_{k=0}^{l} k-\sum_{k=0}^{l} k^{2}+(l+1)^{2}=\frac{(l+1)(l+2)(l+3)}{6},
\end{aligned}
$$

taking as known that

$$
1^{2}+2^{2}+\ldots+l^{2}=\frac{l(l+1)(2 l+1)}{6}
$$

(see Problem 25, Sec. 7).

Then assume $n<l \leqslant 2 n$ and put $l=n+l^{\prime}$, where $1 \leqslant l^{\prime} \leqslant n$. Then $k$ can attain only the following values

$$
l^{\prime}, l^{\prime}+1, \ldots, n
$$

and, consequently,

$$
\begin{aligned}
& A_{l}=\sum_{k+s=l}(k s+l+1)=\sum_{k=l-s}[k(l-k)+l+1]= \\
&=l \sum_{k=l-n}^{n} k-\sum_{k=l-n}^{n} k^{2}+(l+1)(2 n-l+1)= \\
&=\frac{(2 n-l+1)\left(l^{2}+2 l+2\right)}{2}+\frac{(l-n-1)(l-n)(2 l-2 n-1)}{6}- \\
&-\frac{n(n+1)(2 n+1)}{6} .
\end{aligned}
$$

$4^{\circ}$ Solved as the preceding case.
58. $1^{\circ}$ We have

$$
\begin{aligned}
& 1+C_{n}^{1}+C_{n}^{2}+C_{n}^{3}+\ldots+C_{n}^{n-1}+C_{n}^{n}=(1+1)^{n}=2^{n} \\
& 1-C_{n}^{1}+C_{n}^{2}-C_{n}^{3}+\ldots+(-1)^{n} C_{n}^{n}=(1-1)^{n}=0
\end{aligned}
$$

Adding the two equalities and then subtracting, we get the required identity.
$2^{\circ}$ as well as $3^{\circ}$ is reduced to $1^{\circ}$ if we take into account that

$$
C_{2 n}^{k}=C_{2 n}^{2 n-k}
$$

59. Consider the identity

$$
(1+x)^{n}=C_{n}^{0}+C_{n}^{1} x+C_{n}^{2} x^{2}+C_{n}^{3} x^{3}+\ldots+C_{n}^{n-1} x^{n-1}+C_{n}^{n} x^{n} .
$$

Putting in this identity in succession $x=1, \varepsilon, \varepsilon^{2}$, where $\varepsilon^{2}+\varepsilon+1=0$, we get

$$
\begin{aligned}
2^{n} & =C_{n}^{0}+C_{n}^{1}+C_{n}^{2}+C_{n}^{3}+\ldots \\
(1+\varepsilon)^{n} & =C_{n}^{0}+C_{n}^{1} \varepsilon+C_{n}^{2} \varepsilon^{2}+C_{n}^{3} \varepsilon^{3}+\ldots \\
\left(1+\varepsilon^{2}\right)^{n} & =C_{n}^{0}+C_{n}^{1} \varepsilon^{2}+C_{n}^{2} \varepsilon^{4}+C_{n}^{3} \varepsilon^{6}+\ldots
\end{aligned}
$$

But $1+\varepsilon^{k}+\varepsilon^{2 k}=0$ if $k$ is not divisible by 3 and $1+\varepsilon^{k}+$ $+\varepsilon^{2 k}=3$ if $k$ is divisible by 3 .
Consequently,

$$
2^{n}+(1+\varepsilon)^{n}+\left(1+\varepsilon^{2}\right)^{n}=3\left\{C_{n}^{0}+C_{n}^{3}+C_{n}^{6}+\ldots\right\} .
$$

Since for $\varepsilon$ we can take the value

$$
\varepsilon=\cos \frac{2 \pi}{3}+i \sin \frac{2 \pi}{3},
$$

we have

$$
\begin{aligned}
1+\varepsilon & =-\varepsilon^{2}=-\cos \frac{4 \pi}{3}-i \sin \frac{4 \pi}{3}=\cos \frac{\pi}{3}+i \sin \frac{\pi}{3} \\
1+\varepsilon^{2} & =-\varepsilon=-\cos \frac{2 \pi}{3}-i \sin \frac{2 \pi}{3}=\cos \frac{\pi}{3}-i \sin \frac{\pi}{3}
\end{aligned}
$$

Therefore

$$
2^{n}+(1+\varepsilon)^{n}+\left(1+\varepsilon^{2}\right)^{n}=2^{n}+2 \cos \frac{n \pi}{3}
$$

Hence, we obtain

$$
C_{n}^{0}+C_{n}^{3}+C_{n}^{6}+\ldots=\frac{1}{3}\left(2^{n}+2 \cos \frac{n \pi}{3}\right)
$$

the other two equalities are obtained similarly by considering the sums

$$
\begin{aligned}
& 2^{n}+\varepsilon(1+\varepsilon)^{n}+\varepsilon^{2}\left(1+\varepsilon^{2}\right)^{n}, \\
& 2^{n}+\varepsilon^{2}(1+\varepsilon)^{n}+\varepsilon\left(1+\varepsilon^{2}\right)^{n} .
\end{aligned}
$$

60. The solution is analogous to that of the preceding problem. Consider $(1+i)^{n}$.
61. Since $C_{k}^{2}=\frac{k(k-1)}{1 \cdot 2}=\frac{k^{2}}{2}-\frac{k}{2}$, we get

$$
2 C_{k}^{2}=k^{2}-k .
$$

Consequently,

$$
2 \sum_{k=2}^{n} C_{k}^{2}=\sum_{k=2}^{n} k^{2}-\sum_{k=2}^{n} k,
$$

wherefrom our identity is obtained.
62. Let $a_{1}=C_{n}^{k}, \quad a_{2}=C_{n}^{k+1}, \quad a_{3}=C_{n}^{k+2}, \quad a_{4}=C_{n}^{k+3}$.

Then

$$
\frac{a_{2}}{a_{1}}=\frac{n-k}{k+1}, \quad \frac{a_{4}}{a_{3}}=\frac{n-k-2}{k+3}, \quad \frac{a_{3}}{a_{2}}=\frac{n-k-1}{k+2} .
$$

It only remains to prove that

$$
\frac{1}{1+\frac{a_{2}}{a_{1}}}+\frac{1}{1+\frac{a_{4}}{a_{3}}}=\frac{2}{1+\frac{a_{3}}{a_{2}}} .
$$

63. If we rewrite the equality in the form
$\frac{n!}{1!(n-1)!}+\frac{n!}{3!(n-3)!}+\frac{n!}{5!(n-5)!}+\ldots+\frac{n!}{(n-1)!1!}=2^{n-1}$, then the problem is reduced to proving the following relationship (see Problem 58)

$$
C_{n}^{1}+C_{n}^{3}+\ldots+C_{n}^{n-1}=2^{n-1}
$$

64. Consider the equality

$$
\begin{align*}
\left(-\frac{1}{2}+i \frac{V \overline{3}}{2}\right)^{n}=\left(\cos \frac{2 \pi}{3}+i\right. & \left.\sin \frac{2 \pi}{3}\right)^{n}= \\
& =\cos \frac{2 n \pi}{3}+i \sin \frac{2 n \pi}{3} \tag{*}
\end{align*}
$$

Further

$$
\begin{aligned}
\left(-\frac{1}{2}+i \frac{\sqrt{3}}{2}\right)^{n}= & \frac{(-1)^{n}}{2^{n}}(1-i \sqrt{3})^{n}= \\
= & \frac{(-1)^{n}}{2^{n}}\left\{1+C_{n}^{1}(-i \sqrt{3})+\right. \\
+C_{n}^{2}(- & i \sqrt{\left.\overline{3})^{2}+C_{n}^{3}(-i \sqrt{3})^{3}+\ldots\right\}=} \\
= & \frac{(-1)^{n}}{2^{n}}\left\{1-3 C_{n}^{2}+\ldots-\right. \\
& \quad-i \sqrt{\left.\overline{3}\left(C_{n}^{1}-3 C_{n}^{3}+3^{2} C_{n}^{5}-3^{3} C_{n}^{7}+\ldots\right)\right\}}
\end{aligned}
$$

Equating the coefficients of $i$ in both members of the equality (*), we get

$$
-\sqrt{3}\left(C_{n}^{1}-3 C_{n}^{3}+3^{2} C_{n}^{5}-3^{3} C_{n}^{7}+\ldots\right)=(-1)^{n} 2^{n} \sin \frac{2 n \pi}{3}
$$

Hence

$$
s=C_{n}^{1}-3 C_{n}^{3}+3^{2} C_{n}^{5}-3^{3} C_{n}^{7}+\ldots=(-1)^{n+1} \frac{2^{n}}{\sqrt{3}} \sin \frac{2 n \pi}{3},
$$

wherefrom we easily obtain

$$
\begin{array}{ll}
s=0 & \text { if } n \equiv 0(\bmod 3) \\
s=2^{n-1} & \text { if } n \equiv 1 \text { or } 2(\bmod 6) \\
s=-2^{n-1} & \text { if } n \equiv 4 \text { or } 5(\bmod 6)
\end{array}
$$

65. Consider the expression

$$
(1+i)^{n}
$$

We have

$$
(1+i)^{n}=1 \vdash C_{n}^{1} i+C_{n}^{2} i^{2}+C_{n}^{3} i^{3}+\ldots
$$

Hence

$$
(1+i)^{n}=\left(1-C_{n}^{2}+C_{n}^{4}-C_{n}^{6}+\ldots\right)+i\left(C_{n}^{1}-C_{n}^{3}+C_{n}^{5}-\ldots\right) .
$$

But

$$
1+i=\sqrt{2}\left(\cos \frac{\pi}{4}+i \sin \frac{\pi}{4}\right)
$$

Therefore

$$
\begin{aligned}
\sigma & =1-C_{n}^{2}+C_{n}^{4}-C_{n}^{6}+\ldots=2^{\frac{n}{2}} \cos \frac{n \pi}{4} \\
\sigma^{\prime} & =C_{n}^{1}-C_{n}^{3}+C_{n}^{5}-C_{n}^{7}+\ldots=2^{\frac{n}{2}} \sin \frac{n \pi}{4} .
\end{aligned}
$$

Hence, if $n \equiv 0(\bmod 4)$, i.e. $n=4 m$, then

$$
\sigma=(-1)^{m} 2^{2 m}, \quad \sigma^{\prime}=0
$$

If $n \equiv 1(\bmod 4)$, i.e. $n=4 m+1$, then

$$
\sigma=\sigma^{\prime}=(-1)^{m} 2^{2 m}
$$

If $n \equiv \dot{3}(\bmod 4)$, i.e. $n=4 m+3$, then

$$
\sigma=(-1)^{m+1} 2^{2 m+1}, \quad \sigma^{\prime}=(-1)^{m} 2^{2 m+1} .
$$

Finally, if $n \equiv 2(\bmod 4)$, i.e. $n=4 m+2$, then

$$
\sigma=0, \quad \sigma^{\prime}=(-1)^{m} 2^{2 m+1} .
$$

66. $1^{\circ}$ Let us write our sum in the following way

$$
s=1 \cdot C_{n}^{0}+2 C_{n}^{1}+3 C_{n}^{2}+\ldots+(n+1) C_{n}^{n}=\sum_{k=0}^{k=n}(k+1) C_{n}^{k}
$$

and introduce a new summation variable. Put $k=n-k^{\prime}$. Then the sum is rewritten as

$$
\begin{gathered}
s=\sum_{k^{\prime}=n}^{k^{\prime}=0}\left(n-k^{\prime}+1\right) C_{n}^{n-k^{\prime}}=\sum_{k=0}^{k=n}(n-k+1) C_{n}^{k}= \\
=\sum_{k=0}^{k=n}[n+2-(k+1)] C_{n}^{k}= \\
=(n+2) \sum_{k=0}^{k=n} C_{n}^{k}-\sum_{k=0}^{k=n}(k+1) C_{n}^{k}=(n+2) 2^{n}-s .
\end{gathered}
$$

Consequently,

$$
2 s=(n+2) 2^{n}, \quad s=(n+2) 2^{n-1} .
$$

This sum can be computed in a somewhat different way. Rewrite it as follows

$$
\begin{aligned}
s= & \left(C_{n}^{0}+C_{n}^{1}+\ldots+C_{n}^{n}\right)+\left(C_{n}^{1}+2 C_{n}^{2}+\ldots+n C_{n}^{n}\right)=2^{n}+n+ \\
& +2 \frac{n(n-1)}{1 \cdot 2}+3 \frac{n(n-1)(n-2)}{1 \cdot 2 \cdot 3}+\ldots+n(n-1)+n \cdot 1= \\
= & 2^{n}+n\left\{1+(n-1)+\frac{(n-1)(n-2)}{1 \cdot 2}+\ldots+(n-1)+1\right\}= \\
= & 2^{n}+n\left\{C_{n-1}^{0}+C_{n-1}^{1}+\ldots+C_{n-1}^{n-1}\right\}=2^{n}+n 2^{n-1}=2^{n-1}(n+2) .
\end{aligned}
$$

## $2^{\circ}$ We have

$$
\begin{aligned}
& C_{n}^{1}-2 C_{n}^{2}+3 C_{n}^{3}+\ldots+(-1)^{n-1} n C_{n}^{n}=n-2 \frac{n(n-1)}{1 \cdot 2}+ \\
& \quad+3 \frac{n(n-1)(n-2)}{1 \cdot 2 \cdot 3}+\ldots+(-1)^{n-1} n= \\
& =n\left\{1-\frac{n-1}{1}+\frac{(n-1)(n-2)}{1 \cdot 2}+\ldots+(-1)^{n-2} \frac{n-1}{1}+\right. \\
& \left.\quad+(-1)^{n-1}\right\}=n(1-1)^{n-1}=0 .
\end{aligned}
$$

67. Rewrite the sum in the following manner

$$
\begin{aligned}
& \frac{1}{2} C_{n}^{1}-\frac{1}{3} C_{n}^{2}+\frac{1}{4} C_{n}^{3}-\ldots+\frac{(-1)^{n-1}}{n+1} C_{n}^{n}= \\
& =\frac{n}{2}-\frac{n(n-1)}{1 \cdot 2 \cdot 3}+\frac{n(n-1)(n-2)}{1 \cdot 2 \cdot 3 \cdot 4}+\ldots+\frac{(-1)^{n-1}}{n+1}= \\
& =\frac{1}{n+1}\left\{\frac{(n+1) n}{1 \cdot 2}-\frac{(n+1) n(n-1)}{1 \cdot 2 \cdot 3}+\ldots+(-1)^{n-1}\right\}= \\
& =\frac{1}{n+1}\left\{\left[1-\frac{n+1}{1}+\frac{(n+1) n}{1 \cdot 2}-\frac{(n+1) n(n-1)}{1 \cdot 2 \cdot 3}+\ldots+\right.\right. \\
& \left.\left.+(-1)^{n+1}\right]-1+\frac{n+1}{1}\right\}=\frac{1}{n+1}\left\{(1-1)^{n+1}+n\right\}=\frac{n}{n+1} .
\end{aligned}
$$

68. $1^{\circ}$ Consider the following polynomial

$$
(1+x)^{n+1}=1+C_{n+1}^{1} x+C_{n+1}^{2} x^{2}+\ldots+C_{n+1}^{n+1} x^{n+1} .
$$

Hence

$$
\frac{(1+x)^{n+1}-1}{n+1}=C_{n}^{0} x+\frac{C_{n}^{1}}{2} x^{2}+\frac{C_{n}^{2}}{3} x^{3}+\ldots+\frac{C_{n}^{n}}{n+1} x^{n+1} .
$$

Putting $x=1$, we get the required identity.
$2^{\circ}$ Obtained from the preceding identity at $x=2$.
69. Put

$$
C_{n}^{1}-\frac{1}{2} C_{n}^{2}+\frac{1}{3} C_{n}^{3}+\ldots+\frac{(-1)^{n-1}}{n} C_{n}^{n}=u_{n}
$$

Then we have

$$
\begin{aligned}
& u_{n}-u_{n-1}=\left\{n-\frac{1}{2} \frac{n(n-1)}{1 \cdot 2}+\frac{1}{3} \frac{n(n-1)(n-2)}{1 \cdot 2 \cdot 3}+\ldots\right\}- \\
& -\left\{n-1-\frac{1}{2} \frac{(n-1)(n-2)}{1 \cdot 2}+\frac{1}{3} \frac{(n-1)(n-2)(n-3)}{1 \cdot 2 \cdot 3}-\ldots\right\}= \\
& =\{n-(n-1)\}-\frac{1}{2}\left\{\frac{n(n-1)}{1 \cdot 2}-\frac{(n-1)(n-2)}{1 \cdot 2}\right\}+ \\
& +\frac{1}{3}\left\{\frac{n(n-1)(n-2)}{1 \cdot 2 \cdot 3}-\frac{(n-1)(n-2)(n-3)}{1 \cdot 2 \cdot 3}\right\}+\ldots= \\
& =1-\frac{n-1}{1 \cdot 2}+\frac{(n-1)(n-2)}{1 \cdot 2 \cdot 3}+\ldots= \\
& =\frac{1}{n}\left\{n-\frac{n(n-1)}{1 \cdot 2}+\frac{n(n-1)(n-2)}{1 \cdot 2 \cdot 3}-\ldots\right\}= \\
& =\frac{1}{n}\left\{1-(1-1)^{n}\right\}=\frac{1}{n} .
\end{aligned}
$$

And so,

$$
u_{n}-u_{n-1}=\frac{1}{n} .
$$

Therefore we may write a number of equalities

$$
\begin{gathered}
u_{2}-u_{1}=\frac{1}{2} \\
u_{3}-u_{2}=\frac{1}{3} \\
\cdot \cdot \cdot \cdot \\
u_{n}-u_{n-1}=\frac{1}{n}
\end{gathered}
$$

Adding them term by term, we find

$$
u_{n}=1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n} .
$$

70. $1^{\circ}$ We may proceed as follows. The expression on the left is the coefficient of $x^{n}$ in the following polynomial

$$
s=(1+x)^{n}+(1+x)^{n+1}+(1+x)^{n+2}+\ldots+(1+x)^{n+k},
$$

Transforming this polynomial, we have

$$
\begin{aligned}
& s=(1+x)^{n}\left\{1+(1+x)+(1+x)^{2}+\ldots+(1+x)^{k}\right\}= \\
& \quad=(1+x)^{n} \frac{(1+x)^{k+1}-1}{x}=\frac{1}{x}\left\{(1+x)^{n+k+1}-(1+x)^{n}\right\} .
\end{aligned}
$$

The coefficient of $x^{n+1}$ in the braced polynomial is equal to $C_{n+k+1}^{n+1}$. Thus, our proposition is proved.
$2^{\circ}$ The expression on the left is the coefficient of $x^{n}$ in the following polynomial

$$
\begin{aligned}
& x^{n}(1+x)^{n}-x^{n-1}(1+x)^{n}+x^{n-2}(1+x)^{n}+\ldots+ \\
& +(-1)^{h} x^{n-h}(1+x)^{n}=(1+x)^{n}\left\{x^{n}-x^{n-1}+\ldots+\right. \\
& \left.\quad+(-1)^{h} x^{n-h}\right\}=(1+x)^{n-1}\left\{x^{n+1}+(-1)^{h} x^{n-h}\right\} .
\end{aligned}
$$

It is obvious that the coefficient of $x^{n}$ in the last expression is equal to

$$
(-1)^{h} C_{n-1}^{h} .
$$

71. $1^{\circ}$ Consider the following polynomials

$$
(1+x)^{n}=\sum_{s=0}^{n} C_{n}^{s} x^{s}, \quad(1+x)^{m}=\sum_{t=0}^{m} C_{m}^{l} x^{t}
$$

We have

$$
\begin{aligned}
&(1+x)^{n}(1+x)^{m}=\sum_{s=0}^{n} C_{n}^{s} x^{s} \sum_{t=0}^{m} C_{m}^{t} x^{t}= \\
&=(1+x)^{m+n}=\sum_{p=0}^{m+n} C_{m+n}^{p} x^{p}
\end{aligned}
$$

wherefrom follows the required equality.
$2^{\circ}$ Follows from $1^{\circ}$.
72. $1^{\circ}$ Consider the product

$$
(1+x)^{n}(1+x)^{n}=(1+x)^{2 n} .
$$

We have

$$
\sum_{s=0}^{n} C_{n}^{s} x^{s} \sum_{t=0}^{n} C_{n}^{t} x^{t}=\sum_{l=0}^{2 n} C_{2 n}^{l} x^{l} .
$$

Hence

$$
C_{2 n}^{l}=\sum_{s+t=l} C_{n}^{s} C_{n}^{t}
$$

Consequently

$$
C_{2 n}^{n}=\sum_{s+t=n} C_{n}^{s} \cdot C_{n}^{t}=\sum_{s=0}^{n} C_{n}^{s} C_{n}^{n-s}=\sum_{s=0}^{n}\left(C_{n}^{s}\right)^{2}
$$

$2^{\circ}$ In this case we consider the following product

$$
\begin{equation*}
(1+x)^{m}(1-x)^{m}=\left(1-x^{2}\right)^{m} \tag{*}
\end{equation*}
$$

Consequently

$$
\sum_{s=0}^{m}(-1)^{s} C_{m}^{s} x^{s} \sum_{t=0}^{m} C_{m}^{t} x^{t}=\sum_{l=0}^{m}(-1)^{l} C_{m}^{l} x^{2 l},
$$

therefore

$$
\sum_{s+t=2 l}(-1)^{s} C_{m}^{s} C_{m}^{t}=(-1)^{l} C_{m}^{l}
$$

Let us assume first that $m$ is even and put $m=2 n$. Let $l=n$. Then

$$
\sum_{s+t=2 n}(-1)^{s} C_{2 n}^{s} C_{2 n}^{t}=(-1)^{n} C_{2 n}^{n}
$$

Hence

$$
\sum_{s=0}^{2 n}(-1)^{s}\left(C_{2 n}^{s}\right)^{2}=(-1)^{n} C_{2 n}^{n}
$$

$3^{\circ}$ If $m$ is odd, then we put $m=2 n+1$. The coefficient of $x^{2 n+1}$ in the left member of the equality ( $*$ ) is equal to

$$
\sum_{s+t=2 n+1}(-1)^{s} C_{2 n+1}^{s} C_{2 n+1}^{t}=\sum_{s=0}^{2 n+1}(-1)^{s}\left(C_{2 n+1}^{s}\right)^{2}
$$

But the right member of the equality (*) shows that this coefficient must equal zero (since it is evident from the expansion that odd powers of $x$ are absent). Therefore

$$
\sum_{s=0}^{2 n+1}(-1)^{s}\left(C_{2 n+1}^{s}\right)^{2}=0
$$

and equality $3^{\circ}$ is proved.
$4^{\circ}$ We have two equalities

$$
\begin{aligned}
C_{n}^{1} x+2 C_{n}^{2} x^{2}+\ldots+n C_{n}^{n} x^{n} & =n x(1+x)^{n-1}, \\
C_{n}^{0}+C_{n}^{1} x+\ldots+C_{n}^{n} x^{n} & =(1+x)^{n} .
\end{aligned}
$$

Multiplying them termwise, we find

$$
\sum_{s=0}^{n} s C_{n}^{s} x^{s} \sum_{k=0}^{n} C_{n}^{k} x^{k}=n x(1+x)^{2 n-1} .
$$

Equating the coefficients of $x^{n}$ in both members of these equalities, we get the required identity.
73. Since the product $(x-a)(x-b)$ is a second-degree trinomial, when divided by it, the polynomial $f(x)$ will necessarily leave a remainder which is a first-degree polynomial in $x, \alpha x+\beta$. Thus, there exists the following identity

$$
f(x)=(x-a)(x-b) Q(x)+\alpha x+\beta
$$

It only remains to determine $\alpha$ and $\beta$. Putting in this identity first $x=a$ and then $x=b$, we get

$$
\begin{aligned}
& f(a)=\alpha a+\beta \\
& f(b)=\alpha b+\beta .
\end{aligned}
$$

But we know that the remainder from dividing $f(x)$ by $x-a$ is equal to $f(a)$, therefore,

$$
\begin{aligned}
& f(a)=A, \\
& f(b)=B .
\end{aligned}
$$

Thus, for determining $\alpha$ and $\beta$ we get the following system of two equations in two unknowns

$$
\begin{gathered}
\alpha a+\beta=A \\
\alpha b+\beta=B .
\end{gathered}
$$

Hence

$$
\begin{aligned}
& \alpha=\frac{1}{a-b}(A-B), \\
& \beta=\frac{a B-b A}{a-b} .
\end{aligned}
$$

74. Reasoning as in the preceding problem, we conclude that the remainder will have the following form

$$
\alpha x^{2}+\beta x+\gamma
$$

For determining $\alpha, \beta$ and $\gamma$ we have the following system

$$
\begin{aligned}
& \alpha a^{2}+\beta a+\gamma=A \\
& \alpha b^{2}+\beta b+\gamma=B \\
& \alpha c^{2}+\beta c+\gamma=C .
\end{aligned}
$$

On determining $\alpha, \boldsymbol{\beta}$ and $\gamma$, we may represent the required remainder $\alpha x^{2}+\beta x+\gamma$ in the following symmetric form

$$
\frac{(x-b)(x-c)}{(a-b)(a-c)} A+\frac{(x-a)(x-c)}{(b-a)(b-c)} B+\frac{(x-a)(x-b)}{(c-a)(c-b)} C .
$$

75. The remainder will be

$$
\begin{aligned}
& \frac{\left(x-x_{2}\right)\left(x-x_{3}\right) \ldots\left(x-x_{m}\right)}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right) \ldots\left(x_{1}-x_{m}\right)} y_{1}+ \\
& \quad+\frac{\left(x-x_{1}\right)\left(x-x_{3}\right) \ldots\left(x-x_{m}\right)}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right) \ldots\left(x_{2}-x_{m}\right)} y_{2}+\ldots+ \\
& \quad+\frac{\left(x-x_{1}\right)\left(x-x_{2}\right) \ldots\left(x-x_{m-1}\right)}{\left(x_{m}-x_{1}\right)\left(x_{m}-x_{2}\right) \ldots\left(x_{m}-x_{m-1}\right)} y_{m} .
\end{aligned}
$$

76. The required polynomial (see th $ค$ preceding problem) takes the form

$$
\begin{aligned}
& \frac{\left(x-a_{2}\right)\left(x-a_{3}\right) \ldots\left(x-a_{m}\right)}{\left(a_{1}-a_{2}\right)\left(a_{1}-a_{3}\right) \ldots\left(a_{1}-a_{m}\right)} A_{1}+ \\
& \quad+\frac{\left(x-a_{1}\right)\left(x-a_{3}\right) \ldots\left(x-a_{m}\right)}{\left(a_{2}-a_{1}\right)\left(a_{2}-a_{3}\right) \ldots\left(a_{2}-a_{m}\right)} A_{2}+\ldots+ \\
& \quad+\frac{\left(x-a_{1}\right)\left(x-a_{2}\right) \ldots\left(x-a_{m-1}\right)}{\left(a_{m}-a_{1}\right)\left(a_{m}-a_{2}\right) \ldots\left(a_{m}-a_{m-1}\right)} A_{m} .
\end{aligned}
$$

77. Our equality states the identity of two polynomials. For this purpose it is sufficient to establish that the polynomial

$$
\begin{aligned}
& f\left(x_{1}\right) \frac{\left(x-x_{2}\right)\left(x-x_{3}\right) \ldots\left(x-x_{m}\right)}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right) \ldots\left(x_{1}-x_{m}\right)}+ \\
& \quad+f\left(x_{2}\right) \frac{\left(x-x_{1}\right)\left(x-x_{3}\right) \ldots\left(x-x_{m}\right)}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right) \ldots\left(x_{2}-x_{m}\right)}+\ldots+ \\
& \quad+f\left(x_{m}\right) \frac{\left(x-x_{1}\right)\left(x-x_{2}\right) \ldots\left(x-x_{m-1}\right)}{\left(x_{m}-x_{1}\right) \ldots\left(x_{m}-x_{m-1}\right)}-f(x)
\end{aligned}
$$

is identically equal to zero. Since the degree of this polynomial is equal to $m-1$, it suffices to establish that it vani-
shes at $m$ different values of $x$. Indeed, it is easy to check that this polynomial is really equal to zero at

$$
x=x_{1}, x_{2}, x_{3}, \ldots, x_{m} .
$$

78. Obtained from the previous problem by equating the coefficients of $x^{m-1}$.
79. If we put in the preceding problem $f(x)=1, x$, $x^{2}, \ldots, x^{m-2}$, then it will be proved that $s_{n}=0$ if $0 \leqslant$ $\leqslant n<m-1$. To prove the identity

$$
s_{m-1}=1
$$

it is sufficient to put $f(x)=x^{m-1}$ in the identity of Problem 77 and to equate the coefficients of $x^{m-1}$ in both members of the identity being obtained. To compute $s_{n}$ for $n>$ $>m-1$ it is possible to proceed in the following way. Suppose $x_{1}, x_{2}, \ldots, x_{m}$ satisfy an equation of degree $m$

$$
\alpha^{m}+p_{1} \alpha^{m-1}+p_{2} \alpha^{m-2}+\ldots+p_{m-1} \alpha+p_{m}=0
$$

where

$$
\begin{aligned}
-p_{1} & =x_{1}+x_{2}+\ldots+x_{m}, \\
p_{2} & =x_{1} x_{2}+x_{2} x_{3}+\ldots+x_{m-1} x_{m} \\
-p_{3} & =x_{1} x_{2} x_{3}+\ldots, \\
\cdots \cdots & \cdots \cdots \\
(-1)^{k} p_{k} & =x_{1} x_{2} \ldots x_{k}+\cdots
\end{aligned}
$$

Multiplying both members of our equation by $\alpha^{k}$, we get

$$
\alpha^{m+k}+p_{1} \alpha^{m+k-1}+p_{2} \alpha^{m+k-2}+\ldots+p_{m-1} \alpha^{k+1}+p_{m} \alpha^{k}=0 .
$$

Putting in this equality successively $\alpha=x_{1}, x_{2}, \ldots, x_{m}$ and adding, we find

$$
s_{m+k}+p_{1} s_{m+k-1}+p_{2} s_{m+k-2}+\ldots+p_{m-1} s_{k+1}+p_{m} s_{k}=0
$$

At $k=0$ we have

$$
s_{m}+p_{1} s_{m-1}=0
$$

Consequently

$$
s_{m}=-p_{1}=x_{1}+x_{2}+\ldots+x_{m}
$$

At $k=1$ we obtain

$$
s_{m+1}+p_{1} s_{m}+p_{2} s_{m-1}=0
$$

Further

$$
\begin{aligned}
s_{m+1}=\left(x_{1}+\right. & \left.x_{2}+x_{3}+\ldots+x_{m}\right)^{2}- \\
& \quad-\left(x_{1} x_{2}+\ldots+x_{m-1} x_{m}\right)= \\
= & x_{1}^{2}+x_{2}^{2}+\ldots+x_{m}^{2}+x_{1} x_{2}+x_{1} x_{3}+\ldots,
\end{aligned}
$$

i.e. $s_{m+1}$ is equal to a sum of products of the factors

$$
x_{1}, x_{2}, \ldots, x_{m}
$$

taken pairwise.
Here the factors may be both equal and unequal. Similar results can be obtained for $s_{m+2}, s_{m+3}$ and so on. The same results can be obtained using a more elegant method (Gauss, Theoria interpolationis methodo nova tractata). Put

$$
\begin{aligned}
& \frac{1}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right) \ldots\left(x_{1}-x_{m}\right)}=\alpha_{1} \\
& \frac{1}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right) \ldots\left(x_{2}-x_{m}\right)}=\alpha_{2} \\
&\left.\cdots \cdot \cdots \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot x_{m}-x_{m-1}\right)=\alpha_{m} \\
& \frac{1}{\left(x_{m}-x_{1}\right)\left(x_{m}-x_{2}\right) \cdots}
\end{aligned}
$$

Then we have

$$
s_{n}=x_{1}^{n} \alpha_{1}+x_{2}^{n} \alpha_{2}+\ldots+x_{m}^{n} \alpha_{m} .
$$

Let us form the following expression

$$
\begin{equation*}
P=\frac{\alpha_{1}}{1-x_{1} z}+\frac{\alpha_{2}}{1-x_{2} z}+\ldots+\frac{\alpha_{m}}{1-x_{m} z} . \tag{*}
\end{equation*}
$$

Using the formula for an infinitely decreasing geometric progression and assuming that $z$ is chosen so that $\left|x_{1} z\right|<1$, $\left|x_{2} z\right|<1, \ldots,\left|x_{m} z\right|<1$, expand the sum in an infinite series in the following way

$$
\begin{aligned}
P= & \alpha_{1}\left(1+x_{1} z+x_{1}^{2} z^{2}+x_{1}^{3} z^{3}+\ldots\right)+\alpha_{2}\left(1+x_{2} z+x_{2}^{2} z^{2}+\right. \\
& \left.+x_{2}^{3} z^{3}+\ldots\right)+\ldots+\alpha_{m}\left(1+x_{m} z+x_{m}^{2} z^{2}+x_{m}^{3} z^{3}+\ldots\right) .
\end{aligned}
$$

Or

$$
\begin{aligned}
P=\left(\alpha_{1}+\alpha_{2}+\ldots+\alpha_{m}\right) & +\left(x_{1} \alpha_{1}+x_{2} \alpha_{2}+\ldots+x_{m} \alpha_{m}\right) z+ \\
& +\left(x_{1}^{2} \alpha_{1}+x_{2}^{2} \alpha_{2}+\ldots+x_{m}^{2} \alpha_{m}\right) z^{2}+\ldots,
\end{aligned}
$$

i.e.

$$
P=s_{0}+s_{1} z+s_{2} z^{2}+s_{3} z^{3}+\ldots
$$

Put for brevity

$$
\left(1-x_{1} z\right)\left(1-x_{2} z\right) \cdots\left(1-x_{m} z\right)=Q
$$

Expanding $Q$ in powers of $z$, we can write

$$
Q=1-\sigma_{1} z+\sigma_{2} z^{2}+\ldots \pm \sigma_{m} z^{m}
$$

where

$$
\begin{aligned}
& \sigma_{1}=x_{1}+x_{2}+\ldots+x_{m} \\
& \sigma_{2}=x_{1} x_{2}+x_{1} x_{3}+\ldots \perp x_{m-1} x_{m}
\end{aligned}
$$

Multiplying both members of (*) by $\left(1-x_{1} z\right)\left(1-x_{2} z\right) \ldots \times$ $\times\left(1-x_{m} z\right)$, we have

$$
\begin{aligned}
& P Q=\alpha_{1}\left(1-x_{2} z\right)\left(1-x_{3} z\right) \ldots\left(1-x_{m} z\right)+ \\
& \quad+\alpha_{2}\left(1-x_{1} z\right)\left(1-x_{3} z\right) \ldots\left(1-x_{m} z\right)+ \\
& +\alpha_{3}\left(1-x_{1} z\right)\left(1-x_{2} z\right)\left(1-x_{3} z\right) \ldots\left(1-x_{m} z\right)+\ldots+ \\
& \quad+\alpha_{m}\left(1-x_{1} z\right)\left(1-x_{2} z\right) \ldots\left(1-x_{m-1} z\right) .
\end{aligned}
$$

Thus, the product $P Q$ is an $(m-1)$ th-degree polynomial in $z$. Let us show that it is simply equal to $z^{m-1}$, i.e. the following identity takes place

$$
P Q=z^{m-1} .
$$

Indeed, the expression $P Q-z^{m-1}$ becomes zero at $z=$ $=\frac{1}{x_{1}}, \frac{1}{x_{2}}, \ldots, \frac{1}{x_{m}}$. At $z=\frac{1}{x_{1}}$ we have $\alpha_{1}\left(1-\frac{x_{2}}{x_{1}}\right)\left(1-\frac{x_{3}}{x_{1}}\right) \ldots\left(1-\frac{x_{m}}{x_{1}}\right)-\frac{1}{x_{1}^{m-1}}=$ $=\frac{1}{x_{1}^{m-1}}-\frac{1}{x_{1}^{m-1}}=0$.

Let us show in the same way that $P Q-z^{m-1}$ vanishes at $z=\frac{1}{x_{2}}, \ldots, \frac{1}{x_{m}}$. But if a polynomial of degree $m-1$ vanishes at $m$ different values of the variable, then it is identically equal to zero. Thus, $P Q-z^{m-1} \equiv 0$. Consequently

$$
\frac{z^{m-1}}{Q}=P
$$

Or

$$
\begin{aligned}
z^{m-1} \frac{1}{1-\sigma_{1} z+\sigma_{2} z^{2}-\sigma_{3} z^{3}+\cdots \pm \sigma_{m} z^{m}} & = \\
& =s_{0}+s_{1} z+\ldots+s_{m-2} z^{m-2}+s_{m-1} z^{m-1}+\ldots
\end{aligned}
$$

If we expand the left member in an infinite series in powers of $z$, then this series will begin only with a term containing $z^{m-1}$. Therefore the coefficients of $z^{0}, z^{1}, \ldots, z^{m-2}$ must also be equal to zero on the right, i.e. we have

$$
s_{0}=s_{1}:=s_{2} \ldots \ldots=s_{m-2}=0
$$

Besides, the coefficient at $z^{m-1}$ in the left member is equal to 1. Therefore

$$
s_{m-1}==1 .
$$

Now our equality takes the following form
$\frac{z^{m-1}}{1-\sigma_{1} z+\sigma_{2} z^{2}-\sigma_{3^{3}}+\ldots \pm \sigma_{m z^{m}}}=z^{m-1}+s_{m} z^{m}+s_{m+1} z^{m+1}+\ldots$.

Reducing both members by $z^{m-1}$, we find

$$
\frac{1}{1-\sigma_{1} z+\sigma_{2} z^{2}-\sigma_{3} z^{3}+\ldots \pm \sigma_{m} z^{m}}=1+s_{m} z+s_{m+1} z^{2}+\ldots
$$

or
$1=\left(1-\sigma_{1} z+\sigma_{2} z^{2}-\sigma_{3} z^{3}+\ldots \pm \sigma_{m} z^{m}\right)\left(1+s_{m} z+\right.$

$$
\left.+s_{m+1} z^{2}+\ldots\right)
$$

Arranging the right member in powers of $z$ and equating the coefficients of these powers to zero (since the left member contains only 1 ), we find

$$
\begin{gathered}
s_{m}-\sigma_{1}=0 \\
\sigma_{2}-\sigma_{1} s_{m}+s_{i n+1}=0
\end{gathered}
$$

Thus, we get a possibility to compute $s_{m}, s_{m+1}, s_{m+2}, \ldots$. However, to determine the general structure of $s_{n+1}$. let us consider

$$
\begin{aligned}
\frac{1}{Q}=\frac{1}{1-r_{1} z} \cdot \frac{1}{1-r_{2} z} \cdots \frac{1}{1-r_{m} z} & ==\sum_{s=1}^{\infty} x_{1}^{s} z^{s} \sum_{s^{\prime}=0}^{\infty} x_{2}^{s^{\prime} z^{s^{\prime}}} \ldots= \\
& =\sum x_{1}^{s} x_{2}^{s^{\prime}} x_{3}^{s^{\prime \prime}} \ldots z^{s+s^{\prime}+s^{\prime \prime}} \ldots .
\end{aligned}
$$

But, on the other hand,

$$
\frac{1}{Q}=1+s_{m} z+s_{n+1} z^{2}+\ldots+s_{m+k} z^{k+1}+\ldots
$$

therefore we get

$$
s_{m+k}=\sum_{s+s^{\prime}+s^{\prime \prime}+\ldots-k+1} x_{1}^{s} x_{2}^{s^{\prime}} x_{3}^{s^{\prime \prime}} \ldots
$$

Thus, we get the following final result: $s_{m+k}$ is equal to a sum of products of $k+1$ equal or unequal quantities taken from the totality $x_{1}, x_{2}, \ldots, x_{m}$. In particular $s_{m+1}=x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}+x_{1} x_{2}+x_{1} x_{3}+\ldots+$

$$
+x_{1} x_{m}+x_{2} x_{3}+\ldots+x_{m-1} x_{m},
$$

$s_{m+2}=x_{1}^{3}+x_{2}^{3}+\ldots+x_{m}^{3}+x_{1}^{2} x_{2}+\ldots+x_{m-1}^{2} x_{m}+x_{1} x_{2} x_{3}+\ldots$.
80. Let us introduce the following notation

$$
s_{n}\left(x_{1}, x_{2}, \ldots, x_{m}\right)=\frac{x_{1}^{n}}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right) \ldots\left(x_{1}-x_{m}\right)}+
$$

$$
\begin{aligned}
& +\frac{x_{2}^{n}}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right) \cdots\left(x_{2}-x_{m}\right)}+\ldots+ \\
& \quad+\frac{x_{m}^{n}}{\left(x_{m}-x_{1}\right)\left(x_{m}-x_{2}\right) \ldots\left(x_{m}-x_{m-1}\right)}
\end{aligned}
$$

We have

$$
\begin{aligned}
& \frac{x_{1}^{-n}}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right) \ldots\left(x_{1}-x_{m}\right)}= \\
& =\frac{x_{1}^{-n-m+2}}{x_{1} x_{2} \ldots x_{m}\left(\frac{1}{x_{2}}-\frac{1}{x_{1}}\right)\left(\frac{1}{x_{3}}-\frac{1}{x_{1}}\right) \ldots\left(\frac{1}{x_{m}}-\frac{1}{x_{1}}\right)}= \\
& =(-1)^{m-1} \frac{\left(\frac{1}{x_{1}}\right)^{n+m-2}}{\left(\frac{1}{x_{1}}-\frac{1}{x_{z}}\right)\left(\frac{1}{x_{1}}-\frac{1}{x_{3}}\right) \ldots\left(\frac{1}{x_{1}}-\frac{1}{x_{m}}\right)} \cdot \frac{1}{x_{1} x_{2} \ldots x_{m}},
\end{aligned}
$$

therefore it is obvious that
$s_{-n}\left(x_{1}, x_{2}, \ldots, x_{m}\right)=\frac{(-1)^{m-1}}{x_{1} x_{y} \ldots x_{m}} s_{n+m-2}\left(\frac{1}{x_{1}}, \frac{1}{x_{2}}, \ldots, \frac{1}{x_{m}}\right)$.
81. The validity of the assertion follows from the identity of Problem 77. The same identity yields

$$
\begin{aligned}
& A_{1}=\frac{f\left(x_{1}\right)}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right) \ldots\left(x_{1}-x_{m}\right)} \\
& A_{2}=\frac{f\left(x_{2}\right)}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right) \ldots\left(x_{2}-x_{m}\right)} \\
& \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \\
& A_{m}=\frac{f\left(x_{m}\right)}{\left(x_{m}-x_{1}\right)\left(x_{m}-x_{2}\right) \cdots\left(x_{m}-x_{m-1}\right)}
\end{aligned}
$$

82. Set up the expression

$$
\begin{align*}
\frac{x_{1}}{\lambda-b_{1}}+\frac{x_{2}}{\lambda-b_{2}}+\ldots+ & \frac{x_{n}}{\lambda-b_{n}}= \\
& =1-\frac{\left(\lambda-a_{1}\right)\left(\lambda-a_{2}\right) \ldots\left(\lambda-a_{n}\right)}{\left(\lambda-b_{1}\right)\left(\lambda-b_{2}\right) \ldots\left(\lambda-b_{n}\right)} \tag{*}
\end{align*}
$$

If all the terms are transposed to the left and reduced to a common denominator and then the latter is removed, then the left member becomes a polynomial in $\lambda$ of degree $n-1$.

By virtue of existence of the given system of equations this polynomial vanishes at $n$ different values of $\lambda$, namely at $\lambda=a_{1}, a_{2}, \ldots, a_{n}$. Therefore it is identically equal to zero, and, consequently, the original equality (*) is also an identity. But then the equality (*) represents an expansion into partial fractions of the following fraction

$$
\frac{\left(\lambda-b_{1}\right)\left(\lambda-b_{2}\right) \ldots\left(\lambda-b_{n}\right)-\left(\lambda-a_{1}\right)\left(\lambda-a_{2}\right) \ldots\left(\lambda-a_{n}\right)}{\left(\lambda-b_{1}\right)\left(\lambda-b_{2}\right) \ldots\left(\lambda-b_{n}\right)} .
$$

Therefore, the unknowns $x_{1}, x_{2}, \ldots, x_{n}$ are found by the formulas of the preceding problem, and we get

$$
\begin{aligned}
& x_{1}=-\frac{\left(b_{1}-a_{1}\right)\left(b_{1}-a_{2}\right) \cdots\left(b_{1}-a_{n}\right)}{\left(b_{1}-b_{2}\right)\left(b_{1}-b_{3}\right) \cdots\left(b_{1}-b_{n}\right)}, \\
& x_{2}=-\frac{\left(b_{2}-a_{1}\right)\left(b_{2}-a_{2}\right) \cdots\left(b_{2}-a_{n}\right)}{\left(b_{2}-b_{1}\right)\left(b_{2}-b_{3}\right) \cdots\left(b_{2}-b_{n}\right)}, \ldots .
\end{aligned}
$$

83. Readily obtained by applying the result of Problem 81.
84. Consider the following fraction

$$
\frac{\left(x-a_{1}\right)\left(x-a_{2}\right) \ldots\left(x-a_{n}\right)}{\left(x-b_{1}\right)\left(x-b_{2}\right) \ldots\left(x-b_{n}\right)} .
$$

It is obvious that the difference

$$
\frac{\left(x-a_{1}\right)\left(x-a_{2}\right) \ldots\left(x-a_{n}\right)}{\left(x-b_{1}\right)\left(x-b_{2}\right) \cdots\left(x-b_{n}\right)}-1,
$$

on reducing to a common denominator, will be a fraction in which the power of the numerator is less than that of the denominator. This fraction can be expanded into partial fractions. Therefore, the following identity takes place $\frac{\left(x-a_{1}\right)\left(x-a_{2}\right) \ldots\left(x-a_{n}\right)}{\left(x-b_{1}\right)\left(x-b_{2}\right) \ldots\left(x-b_{n}\right)}=1+\frac{A_{1}}{x-b_{1}}+\frac{A_{2}}{x-b_{2}}+\ldots+\frac{A_{n}}{x-b_{n}}$.

Multiplying both members of this identity by $x-b_{1}$, we find

$$
\begin{aligned}
& \frac{\left(x-a_{1}\right)\left(x-a_{2}\right) \ldots\left(x-a_{n}\right)}{\left(x-b_{2}\right)\left(x-b_{3}\right) \ldots\left(x-b_{n}\right)}=x-b_{1}+A_{1}+ \\
& \quad+\frac{A_{2}}{x-b_{2}}\left(x-b_{1}\right)+\ldots+\frac{A_{n}}{x-b_{n}}\left(x-b_{1}\right) .
\end{aligned}
$$

In this identity we may put

$$
x=b_{1} .
$$

We then have

$$
A_{1}=\frac{\left(b_{1}-a_{1}\right)\left(b_{1}-a_{2}\right) \ldots\left(b_{1}-a_{n}\right)}{\left(b_{1}-b_{2}\right)\left(b_{1}-b_{3}\right) \ldots\left(b_{1}-b_{n}\right)} .
$$

Similar expressions are obtained for $A_{2}, A_{3}, \ldots, A_{n}$.
Thus, we have the following identity

$$
\begin{array}{r}
\frac{\left(x-a_{1}\right)\left(x-a_{2}\right) \ldots\left(x-a_{n}\right)}{\left(x-b_{1}\right)\left(x-b_{2}\right) \ldots\left(x-b_{n}\right)}=1+\frac{\left(b_{1}-a_{1}\right)\left(b_{1}-a_{2}\right) \ldots\left(b_{1}-a_{n}\right)}{\left(b_{1}-b_{2}\right)\left(b_{1}-b_{3}\right) \ldots\left(b_{1}-b_{n}\right)} \times \\
\times \frac{1}{x-b_{1}}+\frac{\left(b_{2}-a_{1}\right)\left(b_{2}-a_{2}\right) \ldots\left(b_{2}-a_{n}\right)}{\left(b_{2}-b_{1}\right)\left(b_{2}-b_{3}\right) \ldots\left(b_{2}-b_{n}\right)} \cdot \frac{1}{x-b_{2}}+\ldots+ \\
\quad+\frac{\left(b_{n}-a_{1}\right)\left(b_{n}-a_{2}\right) \ldots\left(b_{n}-a_{n}\right)}{\left(b_{n}-b_{1}\right)\left(b_{n}-b_{2}\right) \ldots\left(b_{n}-b_{n-1}\right)} \cdot \frac{1}{x-b_{n}} .
\end{array}
$$

At $x=0$ we get the required identity.
85. As in the preceding problem, it is easy to see that

$$
\frac{(x+\beta)(x+2 \beta) \ldots(x+n \beta)}{(x-\beta)(x-2 \beta) \ldots(x-n \beta)}=1+\sum_{r=1}^{n} \frac{A_{r}}{x-r \beta} .
$$

where

$$
A_{r}=\frac{(r \beta+\beta)(r \beta+2 \beta) \ldots(r \beta+n \beta)}{(r \beta-\beta)(r \beta-2 \beta) \ldots[r \beta-(r-1) \beta][r \beta-(r+1) \beta] \ldots(r \beta-n \beta)} .
$$

It only remains to simplify this coefficient.
86. We have

$$
c_{k+1}-c_{k}=\Delta c_{k} \text {, i.e. } c_{k+1}=c_{k}+\Delta c_{k} .
$$

and formula $1^{\circ}$ holds at $n=1$. Assuming that it is true at $n$, let us prove its validity at $n+1$. Indeed

$$
\begin{aligned}
& c_{k+n+1}=c_{k+n}+\Delta c_{k+n}= \\
& =\left(c_{k}+\frac{n}{1} \Delta c_{k}+\frac{n(n-1)}{1 \cdot 2} \Delta^{2} c_{k}+\frac{n(n-1)(n-2)}{1 \cdot 2 \cdot 3} \Delta^{3} c_{k}+\ldots+\right. \\
& \left.\quad+\Delta^{n} c_{k}\right)+\Delta\left(c_{k}+\frac{n}{1} \Delta c_{k}+\frac{n(n-1)}{1 \cdot 2} \Delta^{2} c_{k}+\ldots+\Delta^{n} c_{k}\right)= \\
& =c_{k}+\left(\frac{n}{1}+1\right) \Delta c_{k}+\left(\frac{n(n-1)}{1 \cdot 2}+\frac{n}{1}\right) \Delta^{2} c_{k}+\ldots+\Delta^{n+1} c_{k}= \\
& \quad=c_{k}+\frac{n+1}{1} \Delta c_{k}+\frac{(n+1) n}{1 \cdot 2} \Delta^{2} c_{k}+\ldots+\Delta^{n+1} c_{k}
\end{aligned}
$$

and the proposition is proved.
Formula $2^{\circ}$ is proved likewise. It is obvious that at $n=1$ it holds true. Let us assume that it is valid at $n$. Then we have

$$
\begin{aligned}
& \Delta^{n+1} c_{k}=\Delta c_{k+n}-\frac{n}{1} \Delta c_{k+n-1}+\frac{n(n-1)}{1 \cdot 2} \Delta c_{k+n-2}-\ldots+ \\
& \quad+(-1)^{n} \Delta c_{k}=\left(c_{k+n+1}-c_{k+n}\right)-\frac{n}{1}\left(c_{k+n}-c_{k+n-1}\right)+ \\
& \quad+\frac{n(n-1)}{1 \cdot 2}\left(c_{k+n-1}-c_{k+n-2}\right)+\ldots+(-1)^{n}\left(c_{k+1}-c_{k}\right)= \\
& \quad=c_{k+n+1}-\frac{n+1}{1} c_{k+n}+\frac{(n+1) n}{1 \cdot 2} c_{k+n-1}-\ldots+(-1)^{n+1} c_{k} .
\end{aligned}
$$

87. It is not difficult to check the validity of this formula. We see that the right member is an $n$ th-degree polynomial in $x$. Let us designate it by $\varphi(x)$, i.e. let us put
$f(0)+\frac{x}{1} \Delta f(0)+\frac{x(x-1)}{1 \cdot 2} \Delta^{2} f(0)+\ldots+$

$$
+\frac{x(x-1) \ldots(x-n+1)}{n!} \Delta^{n} f(0)=\varphi(x) .
$$

Let in this equality $x=0$. We get $\varphi(0)=f(0)$, at $x=1$ we find

$$
\uparrow(1)==f(0)+\Delta f(0)=f(1) .
$$

Using formula $1^{\circ}$ of the preceding problem we may state that in general

$$
\varphi(k)=f(k) \text { at } k=0,1,2, \ldots n .
$$

Thus, two polynomials [ $\varphi(x)$ and $f(x)$ ] of degree $n$ are equal to each other at $n+1$ different values of the independent variable $x$. consequently. they are equal identically, and we have

$$
\varphi(x)=j(x)
$$

for any $x$.
And so, we have checked the validity of the formulas. It is not difficult to deduce this formula.

Let $f(x)$ be an $n$ th-degree polynomial. First of all we assert that it is always possible to choose the coefficients $A_{0}, A_{1}, A_{2} \ldots A_{n}$ such that the following identity takes place

$$
\begin{aligned}
& (x)=A_{0}-A_{1} x+A_{2} x(x-1)+A_{3} x(x-1)(x-2)+ \\
& +\ldots-A_{n} x(x-1)(x-2) \ldots(x-n+1) .
\end{aligned}
$$

Indeed, let us divide the polynomial $f(x)$ by $(x-1)$ 상 $>(x-2) \ldots(x-n)$. Since the last polynomial is also of degree $n$. the quotient will be a constant, and the remainder a polynomial of degree not exceeding $n-1$. Dividing this polynomial by $x(x-1) \ldots(x-n+1)$, we find the constant $A_{n-1}$ and so on.

Let us now compute the constants $A_{0} . A_{1} . A_{2} . .$. , $A_{n-1}, A_{n}$.

Put for brevity

$$
x(x-1)(x-2) \ldots(x-k+1) \cdots \varphi_{k}(x)
$$

$$
(k=1,2,3, \ldots)
$$

Then we have
$\Delta \varphi_{k}(x)=\varphi_{k}(x-1)-\varphi_{k}(x)=$

$$
\begin{aligned}
& :=(x+1) x(x-1) \ldots(x-k+2)- \\
& \quad-x(x-1) \ldots(x-k+1)== \\
& \quad=k \cdot x(x-1) \ldots(x-k+2)=k \varphi_{k-1}(x) .
\end{aligned}
$$

To determine $A_{0}, A_{1}, A_{2}, \ldots A_{n}$ proceed in the following way. Put in our identity $x=0$. Since $\varphi_{k}(0)=0$, we find

$$
A_{0}=f(0) .
$$

Let us now take the difference between the members of the identity. We obtain

$$
\begin{aligned}
\Delta f(x)= & A_{1} \Delta \varphi_{1}(x)+A_{2} \Delta \varphi_{2}(x)+\ldots+ \\
& +A_{n} \Delta \varphi_{n}(x)=A_{1}+2 A_{2 \varphi_{1}}(x)+\ldots \\
& +n A_{n} \varphi_{n-1}(x)
\end{aligned}
$$

Putting here $x=0$, we have

$$
A_{1}=\Delta f(0)
$$

Further

$$
\begin{aligned}
& \Delta^{2} f(x)=2 A_{2} \Delta \varphi_{1}(x)+\ldots+n A_{n} \Delta \varphi_{n-1}(x)= \\
& \\
& =2 A_{2}+\ldots+n(n-1) A_{n} \varphi_{n-2}(x)
\end{aligned}
$$

Hence

$$
A_{2}=\frac{\Delta^{2} f(0)}{1 \cdot 2}
$$

Continuing this operation, we find all the coefficients

$$
A_{0} . A_{1}, \ldots, A_{n} .
$$

88. Replacing $x$ by $x+1$, we have

$$
\begin{array}{r}
(x+1)^{n}=A_{0}+A_{1} x+\frac{A_{2}}{2!} x(x-1)+\frac{A_{3}}{3!} x(x-1)(x-2)+\ldots+ \\
+\frac{A_{n}}{n!} x(x-1) \ldots(x-n+1)
\end{array}
$$

Putting $f(x)=(x+1)^{n}$ and using the result of the preceding problem, we find

$$
A_{\mathrm{s}}=\Delta^{s} f(0)
$$

From formula $2^{\circ}$ of Problem 86 we get the required expression for $A_{s}$.
89. Putting $k=0$ in formula $2^{\circ}$ of Problem 86 , we get

$$
د^{n} c_{0}=c_{n}-\frac{n}{1} c_{n-1}+\frac{n(n-1)}{1 \cdot 2} c_{n-2}-\ldots+(-1)^{n} c_{0} .
$$

Put

$$
c_{0}=\frac{1}{(x+n)^{2}}
$$

and take

$$
c_{0}=\frac{1}{(x+n)^{2}} . \quad c_{1}=\frac{1}{(x+n-1)^{2}}, \ldots . \quad c_{n}=\frac{1}{x^{2}} ;
$$

to prove our identity it only remains to prove that

$$
\Delta^{n} \frac{1}{(x+n)^{2}}=\frac{n!}{x(x+1) \ldots(x+n)}\left\{\frac{1}{x}+\frac{1}{x+1}+\ldots+\frac{1}{x+n}\right\} .
$$

Use the method of induction. At $n=1$ the formula is true. Assuming, as usual, its validity for $n$, let us prove that it is also valid for $n+1$. We have

$$
\begin{aligned}
& \Delta^{n+1} \frac{1}{(x+n+1)^{2}}=\Delta\left(\Delta^{n} \frac{1}{(x+n+1)^{2}}\right)= \\
& \quad=\Delta\left\{\frac { n ! } { ( x + 1 ) ( x + 2 ) \ldots ( x + n + 1 ) } \left(\frac{1}{x+1}+\frac{1}{x+2}+\ldots+\right.\right. \\
& \left.\left.+\frac{1}{x+n+1}\right)\right\}=\frac{n!}{x(x+1) \ldots(x+n)}\left\{\frac{1}{x}+\frac{1}{x+1}+\ldots+\frac{1}{x+n}\right\}- \\
& -\frac{n!}{(x+1)(x+2) \ldots(x+n+1)}\left\{\frac{1}{x+1}+\frac{1}{x+2}+\ldots+\frac{1}{x+n+1}\right\}= \\
& =\frac{n!}{x(x+1) \ldots(x+n+1)}\left\{(x+n+1)\left(\frac{1}{x}+\frac{1}{x+1}+\ldots+\frac{1}{x+n}\right)-\right. \\
& \left.\quad-x\left(\frac{1}{x+1}+\frac{1}{x+2}+\ldots+\frac{1}{x+n+1}\right)\right\}= \\
& \quad=\frac{(n+1)!}{x(x+1) \ldots(x+n+1)}\left\{\frac{1}{x}+\frac{1}{x+1}+\ldots+\frac{1}{x+n+1}\right\} .
\end{aligned}
$$

At $x=1$ our identity yields
$\frac{1}{n+1}\left\{\frac{1}{1}+\frac{1}{2}+\ldots+\frac{1}{n+1}\right\}=\frac{1}{1^{2}}-\frac{C_{n}^{1}}{2^{2}}+\ldots+(-1)^{n} \frac{1}{(n+1)^{2}}$.
90. The expression $\varphi_{n}(x+y)$ is an $n$ th-degree polynomial in $x$. Therefore we may represent it as (see Problem 87)

$$
\varphi_{n}(x+y)=A_{0}+A_{1} \varphi_{1}(x)+A_{2} \varphi_{2}(x)+\ldots+A_{n} \varphi_{n}(x)
$$

where $A_{s}=\frac{\Delta^{s} \varphi_{n}(y)}{s!}$ (since $\varphi_{n}(x+y)$ turns into $\varphi_{n}(y)$ at $x=0$ ). However, it is known (Problem 87) that $\Delta \varphi_{n}(y)=$ $=n p_{n-1}(y)$, consequently

$$
\Delta^{2} \varphi_{n}(y)=n(n-1) \varphi_{n-2}(y),
$$

$$
\Delta^{s} \varphi_{n}(y)=n(n-1) \ldots(n-s+1) \varphi_{n-s}(y) .
$$

Thus

$$
A_{s}=\frac{n(n-1)(n-2) \ldots(n-s \nmid-1)\left(p_{n-s}(y)\right.}{s!}=C_{n}^{s}\left(p_{n-s}(y),\right.
$$

and our formula is valid.
However, the validity of this formula can be proved using other reasons. Let $x$ and $y$ be positive integers greater than $n$. Then the following equalities take place

$$
\begin{gathered}
(1+z)^{x}=1+x z+\frac{x(x-1)}{1 \cdot 2} z^{2}+\frac{x(x-1)(x-2)}{1 \cdot 2 \cdot 3} z^{3}+\ldots \\
(1+z)^{y}=1+y z+\frac{y(y-1)}{1 \cdot 2} z^{2}+\frac{y(y-1)(y-2)}{1 \cdot 2 \cdot 3} z^{3}+\ldots \\
(1+z)^{x+y}=1+(x+y) z+\frac{(x+y)(x+y-1)}{1 \cdot 2} z^{2}+ \\
\quad-\quad+\frac{(x+y)(x+y-1)(x+y-2)}{1 \cdot 2 \cdot 3} z^{3}+\ldots
\end{gathered}
$$

On the other hand,

$$
(1+z)^{x} \cdot(1+z)^{y}=(1+z)^{x+y}
$$

i. e.

$$
\sum \frac{\varphi_{k}(x)}{k!} z^{h} \cdot \sum \frac{\varphi_{s}(y)}{s!} z^{s}=\sum \frac{\varphi_{n}(x+y)}{n!} z^{n} .
$$

Equating the coefficients of $z^{n}$ in both members of this equality, we get

$$
\begin{aligned}
& \varphi_{n}(x+y)=\varphi_{n}(x)+C_{n}^{1} \varphi_{n-1}(x) \varphi_{1}(y)+\ldots+ \\
&+C_{n}^{n-1} \varphi_{1}(x) \varphi_{n-1}(y)+\varphi_{n}(y) .
\end{aligned}
$$

Let $y_{0}$ be a whole positive number exceeding $n$. Then
$\varphi_{n}\left(x+y_{0}\right)$ and $\varphi_{n}(x)+C_{n}^{1} \varphi_{n-1}(x) \varphi_{1}\left(y_{0}\right)+\ldots+\varphi_{n}\left(y_{0}\right)$
are two $n$ th-degree polynomials in $x$, and they are equal to each other at all whole values of $x$ exceeding $n$. Consequently, they equal identically at all values of $x$. But $y_{0}$ may attain all whole values exceeding $n$. Consequently, as in the previous case, we conclude that $y_{0}$ can attain any values and the equality

$$
\begin{aligned}
\varphi_{n}(x+y)=\varphi_{n}(x)+C_{n}^{1} \varphi_{n-1}(x) \varphi_{1} & (y)+\ldots+ \\
& +C_{n}^{n-1} \varphi_{1}(x) \varphi_{n-1}(y)+\varphi_{n}(y)
\end{aligned}
$$

is valid for any values of $x$ and $y$.
91. First of all, both identities $1^{\circ}$ and $2^{\circ}$ can be readily proved using the method of mathematical induction. Indeed, at $n=1$ identity $1^{\circ}$ takes place. Suppose it takes place for all values of the exponent, not exceeding $n$, so that we have

$$
\begin{aligned}
x^{n}+y^{n}=p^{n}-\frac{n}{1} p^{n-3} q+\frac{n(n-3)}{1 \cdot 2} & p^{n-4} q^{2}- \\
& \quad-\frac{n(n-4)(n-.5)}{1 \cdot 2 \cdot 3} p^{n-6} q^{3}+\ldots .
\end{aligned}
$$

Multiplying both members of this equality by $x+y=p$, we get

$$
\begin{aligned}
& x^{n+1}+y^{n+1}+x y\left(x^{n-1}+y^{n-1}\right)= \\
& =p^{n+1}-\frac{n}{1} p^{n-1} q+\frac{n(n-3)}{1 \cdot 2} p^{n-3} q^{2}-\frac{n(n-4)(n-5)}{1 \cdot 2 \cdot 3} \times \\
& \quad \times p^{n-5} q^{3}+\ldots .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& x^{n+1}+y^{n+1}= \\
&= p^{n+1}-\frac{n}{1} p^{n-1} q+\frac{n(n-3)}{1 \cdot 2} p^{n-3} q^{2}- \\
& \quad-\frac{n(n-4)(n-5)}{1 \cdot 2 \cdot 3} p^{n-5} q^{3}+\ldots- \\
&- q\left(p^{n-1}-\frac{n-1}{1} p^{n-3} q+\frac{(n-1)(n-4)}{1 \cdot 2} p^{n-5} q^{2}-\right. \\
&\left.\quad-\frac{(n-1)(n-5)(n-6)}{1 \cdot 2 \cdot 3} p^{n-7} q^{3}+\ldots\right)= \\
&= p^{n+1}-\frac{n+1}{1} p^{n-1} q+\left\{\frac{n(n-3)}{1 \cdot 2}+\frac{n-1}{1}\right\} p^{n-3} q^{2}- \\
&-\left\{\frac{n(n-4)(n-5)}{1 \cdot 2 \cdot 3}+\frac{(n-1)(n-4)}{1 \cdot 2}\right\} p^{n-5} q^{2}+\ldots= \\
&= p^{n+1}-\frac{n+1}{1} p^{n-1} q+\frac{(n+1)(n-2)}{1 \cdot 2} p^{n-3} q^{2}- \\
& \quad-\frac{(n+1)(n-3)(n-4)}{1 \cdot 2 \cdot 3} p^{n-5} q^{2}+\ldots,
\end{aligned}
$$

and the theorem holds at $n+1$.
Proposition $2^{\circ}$ can be proved just in the same way.
Bear in mind that if $x$ and $y$ are the roots of a quadratic equation, then both formulas represent none other than
the expression of symmetric functions of the roots of this equation in terms of its coefficients.

If we put in these formulas $x=\cos \varphi+i \sin \varphi, \quad y=$ $=\cos \varphi-i \sin \varphi$, then

$$
\begin{gathered}
x^{n}+y^{n}=2 \cos n \varphi, \quad p=x+y=2 \cos \varphi, \quad q=x y=1, \\
\frac{x^{n+1}-y^{n+1}}{x-y}=\frac{\sin (n+1) \varphi}{\sin \varphi} .
\end{gathered}
$$

Thus, we obtain an expansion of $\cos n \varphi$ and $\frac{\sin (n+1) \varphi}{\sin \varphi}$ in powers of $\cos \varphi$.
92. Put

$$
x^{k}+y^{k}=S_{k}, \quad x y=q .
$$

We have to prove that

$$
S_{m}+C_{m}^{1} q S_{m-1}+C_{m+1}^{2} q^{2} S_{m-2}+\ldots+C_{2 m-2}^{m-1} q^{m-1} S_{1}=1
$$

Assuming the validity of this equality, let us prove that $S_{m+1}+C_{m+1}^{1} q S_{m}+C_{m+2}^{2} q^{2} S_{m-1}+\ldots+C_{2 m-1}^{m-1} q^{m-1} S_{2}+$

$$
+C_{2 m}^{m} q^{m} S_{1}=1
$$

We may consider that $x$ and $y$ are the roots of the quadratic equation $\alpha^{2}-\alpha+q=0$.

Hence

$$
S_{k+1}=S_{k}-q S_{k-1}
$$

for any whole $k$.
Consequently

$$
\begin{aligned}
& S_{m+1}=S_{m}-q S_{m-1}, \\
& S_{m}=S_{m-1}-q S_{m-2}, \\
& S_{m-1}=S_{m-2}-q S_{m-3}, \\
& \cdots \cdots \cdots \cdots \\
& S_{3}=S_{2}-q S_{1}, \\
& S_{2}=S_{1}-q S_{0}, \\
& S_{1}=S_{1} .
\end{aligned}
$$

Let us multiply these equalities in turn by

1. $\quad C_{m+1}^{1} q, \quad C_{1 n+2}^{2} q^{2}, \ldots . C_{2 m-1}^{m-1} q^{m-1}, \quad C_{2 m}^{m} q^{m}$ and add them,

Then we obtain in the left member
$S_{m+1}+C_{m+1}^{1} q S_{m}-C_{m \div-2}^{2} q^{2} S_{m-1}+\ldots+C_{2 m-1}^{m-1} q^{m-1} S_{2} \div C_{2 m}^{m} q^{m} S_{1}$.
We only have to prove that the right member is equal to 1 . The right member is equal to

$$
\begin{aligned}
& S_{m}+C_{m+1}^{1} q S_{m-1}+C_{m+2}^{2} q^{2} S_{m-2}+\ldots+C_{2 m-1}^{m-1} q^{m-1} S_{1}+ \\
& +C_{2 m}^{m} q^{\prime 2} S_{1}-q S_{m-1}-C_{m+1}^{1} q^{2} S_{m-2}-C_{m+2}^{2} q^{3} S_{m-3}-\ldots- \\
& \quad-C_{2 m-1}^{m-1} q^{m} S_{0} .
\end{aligned}
$$

or

$$
\begin{aligned}
& S_{m}+\left(C_{n}^{1}+1\right) q S_{m-1}+\left(C_{m+1}^{2}+C_{m+1}^{1}\right) q^{2} S_{m-2}+\ldots+ \\
& \quad+\left(C_{2 m-2}^{m-1}+C_{2 m-2}^{m-2}\right) q^{m-1} S_{1}+C_{2 m}^{m} q^{m} S_{1}-q S_{m-1}- \\
& \quad-C_{m+1}^{1} q^{2} S_{m-2}-\ldots-C_{2 m-2}^{m-2} q^{m-1} S_{1}-C_{2 m-1}^{m-1} q^{m} S_{0}= \\
& =\left\{S_{m}+C_{m}^{1} q S_{m-1}+C_{m+1}^{2} q^{2} S_{m-2}+\ldots+C_{2 m-2}^{m-1} q^{m-1} S_{1}\right\}+ \\
& \quad+C_{2 m}^{m} q^{m} S_{1}-C_{2 m-1}^{m-1} q^{m} S_{0} .
\end{aligned}
$$

But, by hypothesis, the braced expression is equal to 1 and $C_{2 m}^{m} S_{1}-C_{2 m-1}^{m-1} S_{0}=0$, since $S_{1}=1$, and $S_{0}=2$. And so, the right member is equal to 1 . Furthermore, it is apparent, that at $m=1$ our equality is true. Now we can assert that it is valid for any $m$.
93. If $u+v=1$, then

$$
\begin{aligned}
u^{m}\left(1+C_{m}^{1} v\right. & \left.+C_{m+1}^{2} v^{2}+\ldots+C_{2 m-2}^{m-1} v^{m-1}\right)+ \\
& +v^{m}\left(1+C_{m}^{1} u+C_{m+1}^{2} u^{2}+\ldots+C_{2 m-2}^{m-1} u^{m-1}\right)=1
\end{aligned}
$$

Put

$$
u=\frac{x-a}{b-a}, \quad v=\frac{x-b}{a-b} .
$$

Then $u+v=1$. Further

$$
\begin{aligned}
\frac{1}{u^{m} v^{m}}=( & \left.\frac{1}{v^{m}}+C_{m}^{1} \frac{1}{v^{m-1}}+C_{m+1}^{2} \frac{1}{v^{m-2}}+\ldots+C_{2 m-2}^{m-1} \frac{1}{v}\right)+ \\
& +\left(\frac{1}{u^{m}}+C_{m}^{1} \frac{1}{u^{m-1}}+C_{m+1}^{2} \frac{1}{u^{m-2}}+\ldots+C_{2 m-2}^{m-1} \frac{1}{u}\right) .
\end{aligned}
$$

Hence we get our identity.
94. It is easily seen that we can always choose constants $A_{1}, A_{2}, \ldots$, so that the following identity takes place $(1+t)^{n}=1+t^{n}+A_{1} t\left(1+t^{n-2}\right)+$

$$
+A_{2} t^{2}\left(1+t^{n-t}\right)+\ldots
$$

Indeed, $(1+t)^{n}$ is a polynomial of degree $n$ in $t$. Dividing it by $t^{n}+1$, we obtain a remainder (a polynomial of degree not exceeding $n-1)$. We divide it by $t\left(t^{n-2}+1\right)$ and so on. It is clear, that the quotients thus obtained will be constants determined uniquely in the process of division. Putting $t=\frac{y}{x}$ in the identity being formed, we find

$$
\begin{aligned}
(x+y)^{n}=x^{n}+y^{n}+A_{1} x y\left(x^{n-2}\right. & \left.+y^{n-2}\right)+ \\
& +A_{2} x^{2} y^{2}\left(x^{n-4}+y^{n-4}\right)+\ldots .
\end{aligned}
$$

To determine the coefficients $\Lambda_{1}, A_{2}, \ldots$ let us put in this identity

$$
x=\cos \varphi+i \sin \varphi, \quad y=\cos \varphi-i \sin \varphi
$$

Then we have
$(2 \cos \varphi)^{n}=2 \cos n \varphi+2 A_{1} \cos (n-2) \varphi+$

$$
+2 A_{2} \cos (n-4) \varphi+\ldots
$$

Taking advantage of the known formulas for the expansion of cosine's power in terms of the cosine of multiple arcs (see Problemı 10, $1^{\circ}$ and $3^{\circ}$ ), we find the expressions for $A_{1}, A_{2}, \ldots$.
95. Let $y_{1}$ and $y_{2}$ be the roots of some quadratic equation

$$
y^{2}+p y+q=0
$$

Let us set up this equation, i.e. find $p$ and $q$.
For this purpose we multiply the first equation by $q$, the second by $p$, the third by unity and add the results. We get

$$
x_{1}\left(y_{1}^{2}+p y_{1}+q\right)+x_{2}\left(y_{2}^{2}+p y_{2}+q\right)=a_{1} q+a_{2} p+a_{3}=0
$$

since

$$
y_{1}^{2}+p y_{1}+q=y_{2}^{2}+p y_{2}+q=0 .
$$

We then multiply the second equation by $q$. the third by $p$ and the fourth by unity. We get

$$
x_{1} y_{1}\left(y_{1}^{2}+p y_{1}+q\right)+x_{2} y_{2}\left(y_{2}^{2}+p y_{2}+q\right)=a_{2} q+a_{3} p+a_{4}=0 .
$$

Thus. for determining $p$ and $q$ we obtain a linear system

$$
\begin{aligned}
& a_{1} q+a_{2} p+a_{3}=0 . \\
& a_{2} q+a_{3} p+a_{4}=0 .
\end{aligned}
$$

On finding $p$ and $q$, we determine $y_{1}$ and $y_{2}$ from the equation $y^{2}+p y+q=0$. Knowing $y_{1}$ and $y_{2}$, we then determine $x_{1}$ and $x_{2}$, say, from the first two equations. The general system is solved in the same way. Namely, suppose $y_{1}, y_{2}, \ldots, y_{n}$ are the roots of a certain equation of degree $n$ :

$$
y^{n}+p_{1} y^{n-1}-p_{2} y^{n-2}+\ldots+p_{n-1} y+p_{n}=0 .
$$

To set up this equation multiply equation (1) by $p_{n}$, equation (2) by $p_{n-1}$ and so on, and, finally, equation $(n+1)$ by 1 and add the results. We get

$$
a_{1} p_{n}+a_{2} p_{n-1}+\ldots+a_{n+1}=0
$$

We then multiply equation (2) by $p_{n}$, equation (3) by $p_{n-1}$ and so on and, finally, equation $(n+2)$ by 1 and thus obtain a second linear relationship for determining $p_{n}$, $p_{n-1}, \ldots$ Continuing this operation, we finally get $n$ linear equations for determining the unknowns $p_{1}, p_{2}, \ldots$, $p_{n}$. If $p_{1}, p_{2}, \ldots, p_{n}$ are found, then to determine $y_{1}$, $y_{2}, \ldots, y_{n}$ we have to solve the equation

$$
y^{n}+p y^{n-1}+\ldots-p_{n-1} y+p_{n}==0 .
$$

To find $x_{1}, x_{2}, \ldots, x_{n}$ it only remains to solve a system of linear equations.

Demonstrated below is the original method of solving this system belonging to S. Ramanujan. Consider the following expression

$$
\Phi(\theta)=\frac{x_{1}}{1-\theta y_{1}} \div \frac{x_{2}}{1-\theta y_{2}}+\ldots+\frac{x_{n}}{1-0 y_{n}} .
$$

But

$$
\begin{aligned}
& \frac{x_{1}}{1-\theta y_{1}}=x_{1}\left(1+\theta y_{1}+\theta^{2} y_{1}^{2}+\theta^{3} y_{1}^{3}+\ldots\right) \\
& \frac{x_{2}}{1-\theta y_{2}}=x_{2}\left(1+\theta y_{2}+\theta^{2} y_{2}^{2}+\theta^{3} y_{2}^{3}+\ldots\right) \\
& \cdots \cdots \cdots \cdot \\
& \frac{x_{n}}{1-\theta y_{n}}=x_{n}\left(1+\theta y_{n}+\theta^{2} y_{n}^{2}+\theta^{3} y_{n}^{3}+\ldots\right)
\end{aligned}
$$

Consequently,
$\Phi(\theta)=\left(x_{1}+x_{2} \div \ldots+x_{n}\right)+\left(x_{1} y_{1}+x_{2} y_{2} \mp \ldots+x_{n} y_{n}\right) \theta+$
$+\left(x_{1} y_{1}^{2}+\ldots+x_{n} y_{n}^{2}\right) \theta^{2}+\ldots+\left(x_{1} y_{1}^{2 n-1}+x_{2} y_{2}^{2 n-1}+\ldots+\right.$ $\left.+x_{n} y_{n}^{2 n-1}\right) \theta^{2 n-1}+\left(x_{1} y_{1}^{2 n}+\ldots+x_{n} y_{n}^{2 n}\right) \theta^{2 n}+\ldots$.
But by virtue of the given equations we get

$$
\Phi(\theta)=a_{1}+a_{2} \theta+a_{3} \theta^{2}+\ldots+a_{2 n} \theta^{2 n-1}+\ldots .
$$

Reducing the fractions to a common denominator, we find

$$
\Phi(\theta)=\frac{A_{1}+A_{2} \theta+A_{3} \theta^{2}+\ldots+A_{n} \theta^{n-1}}{1+B_{1} \theta+\beta_{2} \theta^{2}+\ldots+B_{n} \theta^{n}} .
$$

Hence

$$
\begin{array}{r}
\left(a_{1}+a_{2} \theta+a_{3} \theta^{2}+\ldots+a_{2 n} \theta^{2 n-1}+\ldots\right)\left(1+B_{1} \theta+B_{2} \theta^{2}+\ldots+\right. \\
\left.+B_{n} \theta^{n}\right)=A_{1}+A_{2} \theta+\ldots+A_{n} \theta^{n-1} .
\end{array}
$$

Therefore

$$
\begin{aligned}
A_{1} & =a_{1}, \\
A_{2} & =a_{2}+a_{1} B_{1}, \\
A_{3} & =a_{3}+a_{2} B_{1}+a_{1} B_{2}, \\
\cdots & \cdots \cdots \\
A_{n} & =a_{n}+a_{n-1} B_{1}+a_{n-2} B_{2}+\ldots+a_{1} B_{n-1}, \\
0 & =a_{n+1}+a_{n} B_{1}+\ldots+a_{1} B_{n}, \\
0 & =a_{n+2}+a_{n+1} B_{1}+\ldots++a_{2} B_{n} \\
0 & =\cdots \cdots+a_{2 n}+a_{2 n-1} B_{1}+\ldots+a_{n} B_{n} .
\end{aligned}
$$

Since thë quantities $a_{1}, a_{2}, \ldots, a_{n}, a_{n+1}, \ldots, a_{2 n}$ are known, the last equations enable us to find first $B_{1}, B_{2}, \ldots$, $B_{n}$ and then. $A_{1}, A_{2}, \ldots, A_{n}$. Knowing the quantities
$A_{i}$ and $B_{i}$, we can construct a rational fraction $\Phi(\theta)$ and then expand it into partial fractions. Let, for instance, the following expansion take place

$$
\Phi(\theta)=-\frac{p_{1}}{1-q_{1} \theta}+\frac{p_{2}}{1-q_{2} \theta}+\frac{p_{3}}{1-q_{3} \theta}+\ldots+\frac{p_{n}}{1-q_{n} \theta} .
$$

Then it is clear that

$$
\begin{array}{ll}
x_{1}=p_{1}, & y_{1}=q_{1} ; \\
x_{2}=p_{2}, & y_{2}=q_{2} ; \\
\cdots \cdots \cdots & \cdots \cdots \\
x_{n}=p_{n}, & y_{n}=q_{n} .
\end{array}
$$

The system is solved.
96. Eor the given case we have

$$
\Phi(\theta)=\frac{2+\theta+3 \theta^{2}+2 \theta^{3}+\theta^{4}}{1-\theta-5 \theta^{2}+\theta^{3}+3 \theta^{4}-\theta^{5}} .
$$

Expanding this fraction into partial ones, we get the following values for the unknowns

$$
\begin{array}{ll}
x=-\frac{3}{5}, & p=-1 \\
y=\frac{18+\sqrt{5}}{10}, & q=\frac{3+\sqrt{5}}{2}, \\
z=\frac{18-\sqrt{5}}{10}, & r=\frac{3-\sqrt{5}}{2}, \\
u=-\frac{8+\sqrt{5}}{2 \sqrt{5}}, & s=\frac{\sqrt{5}-1}{2}, \\
v=\frac{8-\sqrt{5}}{2 \sqrt{5}}, & t=-\frac{\sqrt{ } 5}{2}+1
\end{array} .
$$

97. $1^{\circ}$ We have

$$
\begin{aligned}
& (m, \mu)= \\
& =\frac{(1-x)\left(1-x^{2}\right) \ldots\left(1-x^{m-\mu}\right)\left(1-x^{m-\mu+1}\right) \ldots\left(1-x^{m-1}\right)\left(1-x^{m}\right)}{(1-x)\left(1-x^{2}\right) \ldots\left(1-x^{\mu}\right)(1-x)\left(1-x^{2}\right) \ldots\left(1-x^{m-\mu}\right)} .
\end{aligned}
$$

Hence it is clear that

$$
(m, \mu)=(m, m-\mu) .
$$

$2^{\circ}$ Indeed,

$$
\begin{aligned}
(m, \mu+1) & =\frac{\left(1-x^{m}\right)\left(1-x^{m-1}\right) \ldots\left(1-x^{m-\mu+1}\right)\left(1-x^{m-\mu}\right)}{(1-x)\left(1-x^{2}\right) \ldots\left(1-x^{\mu}\right)\left(1-x^{\mu+1}\right)}= \\
& =\frac{\left(1-x^{m-1}\right) \ldots\left(1-x^{m-\mu}\right)\left(1-x^{m-\mu-1}\right)}{(1-x)\left(1-x^{2}\right) \ldots\left(1-x^{\mu+1}\right)} \cdot \frac{1-x^{m}}{1-x^{m-\mu-1}} .
\end{aligned}
$$

Thus

$$
\begin{aligned}
(m, \mu+1) & =(m-1, \mu+1) \frac{1-x^{m}}{1-x^{m-\mu-1}}= \\
= & (m-1, \mu+1) \frac{1-x^{m-\mu-1}+x^{m-\mu-1}-x^{m}}{1-x^{m-\mu-1}}= \\
= & (m-1, \mu+1)\left[1+x^{m-\mu-1} \frac{1-x^{\mu+1}}{1-x^{m-\mu-1}}\right]= \\
& \left.=(m-1, \mu+1)+x^{m-\mu-1}\right)(m-1, \mu) .
\end{aligned}
$$

$3^{\circ}$ Using the result of $2^{\circ}$, we get a number of equalities

$$
\begin{aligned}
(m, \mu+1) & =(m-1, \mu+1)+x^{m-\mu-1}(m-1, \mu) \\
(m-1, \mu+1) & =(m-2, \mu+1)+x^{m-\mu-2}(m-2, \mu) \\
\cdots \cdots \cdots & \cdots \\
(\mu+2, \mu+1) & =(\mu+1, \mu+1)+x(\mu+1, \mu) \\
(\mu+1, \mu+1) & =(\mu, \mu) .
\end{aligned}
$$

Adding these equalities termwise, we find $(m, \mu+1)=(\mu, \mu)+x(\mu+1, \mu)+\ldots+x^{m-\mu-1}(m-1, \mu) .(*)$
$4^{\circ}$ It is required to prove that $(m, \mu)$ is a polynomial. We have

$$
(m, 1)=\frac{1-x^{m}}{1-x}=1+x+x^{2}+\ldots+x^{m-1}
$$

Thus, our proposition is true at $\mu=1$ and any $m$. Assuming that ( $m, k$ ) is a polynomial at $k \leqslant \mu$, by virtue of the formula (*), we may assert that ( $m, \mu+1$ ) is also a polynomial. And so, our proposition is proved by the method of mathematical induction.
$5^{\circ}$ Introduce the notation
$f(x, m)=1-(m, 1)+(m, 2)-(m, 3)+\ldots+$

$$
+(-1)^{m}(m, m) .
$$

First let us prove that
We have

$$
f(x, m)=\left(1-x^{m-1}\right) f(x, m-2)
$$

$$
\begin{aligned}
1 & =1, \\
(m, 1) & =(m-1,1)+x^{m-1} \\
(m, 2) & =(m-1,2)+x^{m-2}(m-1,1), \\
(m, 3) & =(m-1,3)+x^{m-3}(m-1,2), \\
\cdots \cdots \cdots \cdots \cdots \cdots & \cdots \cdots \cdots \cdots \\
(m, m-1) & =(m-1, m-1)+x(m-1, m-2), \\
(m, m) & =(m-1, m-1)
\end{aligned}
$$

Multiplying these equalities successively by $\pm 1$ and adding the results, we get

$$
\begin{aligned}
f(x, m)= & \left(1-x^{m-1}\right)-(m-1,1)\left(1-x^{m-2}\right)+(m-1,2) \times \\
& \times\left(1-x^{m-3}\right)-\ldots+(-1)^{m-2}(m-1, m-2)(1-x) .
\end{aligned}
$$

But

$$
\begin{aligned}
& \left(1-x^{m-2}\right)(m-1,1)=\left(1-x^{m-1}\right)(m-2,1), \\
& \left(1-x^{m-3}\right)(m-1,2)=\left(1-x^{m-1}\right)(m-2,2),
\end{aligned}
$$

Therefore
$f(x, m)=\left(1-x^{m-1}\right)\{1-(m-2,1)+(m-2,2)-\ldots+$

$$
\left.+(-1)^{m-2}(m-2, m-2)\right\}=\left(1-x^{m-1}\right) f(x, m-2) .
$$

Thus

$$
\begin{aligned}
f(x, m) & =\left(1-x^{m-1}\right) f(x, m-2), \\
f(x, m-2) & =\left(1-x^{m-3}\right) f(x, m-4),
\end{aligned}
$$

First let us assume that $m$ is even. We get $f(x, m)=\left(1-x^{m-1}\right)\left(1-x^{m-3}\right)\left(1-x^{m-5}\right) \ldots\left(1-x^{3}\right) f(x, 2)$.
But

$$
f(x, 2)=1-(2,1)+(2,2)=2-\frac{1-x^{2}}{1-x}=1-x .
$$

Consequently, indeed,

$$
f(x, m)=\left(1-x^{m-1}\right)\left(1-x^{m-3}\right) \ldots\left(1-x^{3}\right)(1-x)
$$

if $m$ is even.

If $m$ is odd, we have

$$
f(x, m)=\left(1-x^{m-1}\right)\left(1-x^{m-3}\right) \ldots\left(1-x^{2}\right) f(x, 1) .
$$

But $f(x, 1)=0$, consequently $f(x, m)=0$ for any odd $m$. However, the last fact can be readily established immediately from the expression for $f(x, m)$ $f(x, m)=1-(m, 1)+(m, 2)-(m, 3)+\ldots+(-1)^{m}(m, m)$. 98. $1^{\circ}$ Put

$$
1+\sum_{k=1}^{n} \frac{\left(1-x^{n}\right)\left(1-x^{n-1}\right) \ldots\left(1-x^{n-k+1}\right)}{(1-x)\left(1-x^{2}\right) \ldots\left(1-x^{k}\right)} x^{\frac{k(k+1)}{2}} z^{k}=F(n)
$$

Then

$$
F(n+1)=1+\sum_{k=1}^{n+1} \frac{\left(1-x^{n+1}\right)\left(1-x^{n}\right) \ldots\left(1-x^{n-k+2}\right)}{(1-x)\left(1-x^{2}\right) \cdots\left(1-x^{k}\right)} x^{\frac{k(k+1)}{2}} z^{k} .
$$

## Hence

$$
\begin{aligned}
& F(n+1)-F(n)= \\
& \begin{array}{l}
=\sum_{k=1}^{n} \frac{\left(1-x^{n}\right) \ldots\left(1-x^{n-k+2)}\right.}{(1-x)\left(1-x^{2}\right) \ldots\left(1-x^{k}\right)} x^{\frac{k(k+1)}{2}} z^{k}\left\{1-x^{n+1}-1+\right. \\
\left.+x^{n-k+1}\right\}+x^{\frac{(n+1)(n+2)}{2}} z^{n+1}= \\
=\sum_{k=1}^{n} \frac{\left(1-x^{n}\right) \ldots\left(1-x^{n-k+2}\right)}{(1-x)\left(1-x^{2}\right) \ldots\left(1-x^{k}\right)} x^{\frac{k(k+1)}{2}} z^{k} x^{n-k+1}\left(1-x^{k}\right)+ \\
\quad+x^{\frac{(n+1)(n+2)}{2}} z^{n+1}= \\
=z x^{n+1} \sum_{k=1}^{n} \frac{\left(1-x^{n}\right)\left(1-x^{n-1}\right) \ldots\left(1-x^{n-k+2)}\right.}{(1-x)\left(1-x^{2}\right) \ldots\left(1-x^{k-1}\right)} z^{k-1} x^{\frac{k(k-1)}{1 \cdot 2}}+ \\
\quad+z x^{n+1} x^{\frac{n(n+1)}{2}} z^{n}=z x^{n+1} F(n) .
\end{array} \\
& \text { And so } \quad
\end{aligned}
$$

$$
F(n+1)-F(n)=z x^{n+1} F(n)
$$

i.e.

$$
F(n+1)=\left(1+z x^{n+1}\right) F(n) .
$$

Therefore

$$
\begin{aligned}
F(n) & =\left(1+z x^{n}\right) F(n-1), \\
F(n-1) & =\left(1+z x^{n-1}\right) F(n-2), \\
\cdots \cdots \cdots & \cdots \cdots \\
F(3) & =\left(1+z x^{3}\right) F(2), \\
F(2) & =\left(1+z x^{2}\right) F(1), \\
F(1) & =1+x z .
\end{aligned}
$$

Multiplying these equalities, we actually get

$$
F(n)=(1+x z)\left(1+x^{2} z\right) \cdots\left(1+x^{n} z\right)
$$

$2^{\circ}$ is proved similarly.
From $1^{n}$ it also follows that

$$
\frac{\left(1-x^{n}\right)\left(1-x^{n-1}\right) \ldots\left(1-x^{n-k+1}\right)}{(1-x)\left(1-x^{2}\right) \cdots\left(1-x^{k}\right)}
$$

is a polynomial in $x$ (see Problem 97).
From the same equality we can obtain Newton's binomial formula as well. Indeed

$$
\frac{1-x^{n-k+1}}{1-x^{k}}=\frac{1+x+x^{2}+\ldots+x^{n-k}}{1+x+x^{2}+\ldots+x^{k-1}} .
$$

Therefore, at $x=1$ the last expression attains the value $\frac{n-k+1}{k}$. Consequently, we may consider that the expression

$$
\frac{\left(1-x^{n}\right)\left(1-x^{n-1}\right) \ldots\left(1-x^{n-k+1}\right)}{(1-x)\left(1-x^{2}\right) \ldots\left(1-x^{k}\right)}
$$

at $x=1$ turns into

$$
\frac{n(n-1) \ldots(n-k+1)}{1 \cdot 2 \ldots k}=C_{n}^{k}
$$

and formula $1^{\circ}$ at $x=1$ yields

$$
\begin{equation*}
(1+z)^{n}=1+\sum_{k=1}^{k=n} C_{n}^{k} z^{k} \tag{Euler}
\end{equation*}
$$

99. Readily obtained from $1^{\circ}$ of Problem 98 at $z=-1$. 100. Put

$$
\begin{aligned}
& C_{0}+C_{1}\left(z+z^{-1}\right)+C_{2}\left(z^{2}+z^{-2}\right)+ \\
& \quad+\ldots+C_{n}\left(z^{n}+z^{-n}\right)=\varphi_{n}(z) .
\end{aligned}
$$

We then have

$$
\varphi_{n}\left(x^{2} z\right)=\varphi_{n}(z) \frac{1+x^{2 n+1} z}{x z+x^{2 n}}
$$

(expressing $\varphi_{n}(z)$ in terms of a product). Making use of $\varphi_{n}(z)$ expressed as a sum, we find with the aid of the last identity

$$
\begin{gathered}
C_{k} x^{2 k+1}\left(1-x^{2 n-2 k}\right)=C_{k+1}\left(1-x^{2 n+2 k+2}\right) \\
(k=0,1,2, \ldots, n-1)
\end{gathered}
$$

Furthermore, it is obvious that $C_{n}=x^{n^{2}}$. Putting in the last relation the following values for $k$ in succession: $n-1, n-2, \ldots ., 0$ and multiplying the equalities thus obtained, we find

$$
\begin{gathered}
C_{k}=\frac{\left(1-x^{2 n+2 k+2}\right)\left(1-x^{2 n+2 k+4}\right) \ldots\left(1-x^{4 n}\right)}{\left(1-x^{2}\right)\left(1-x^{4}\right) \ldots\left(1-x^{2 n-2 k}\right)} x^{k^{2}} \\
(k=0,1, \ldots, n-1) .
\end{gathered}
$$

101. $1^{\circ}$ Put

$$
\cos x+i \sin x=\varepsilon
$$

Then

$$
\cos x-i \sin x=\varepsilon^{-1}
$$

Further

$$
\cos l x+i \sin l x=\varepsilon^{l}, \cos l x-i \sin l x=\varepsilon^{-l}
$$

Consequently

$$
\sin l x=\frac{\varepsilon^{l}}{2 i}\left(1-\varepsilon^{-2 l}\right)
$$

Substituting this value of $\sin l x$ into the expression for $u_{k}$, we find

$$
u_{k}=\frac{\left(1-q^{2 n}\right)\left(1-q^{2 n-1}\right) \ldots\left(1-q^{2 n-k+1}\right)}{(1-q)\left(1-q^{2}\right) \ldots\left(1-q^{k}\right)} \cdot q^{-\frac{1}{2} k(2 n-k)}
$$

where $q=\varepsilon^{-2}$.
The required sum is rewritten as follows

$$
\begin{aligned}
& 1-u_{1}+u_{2}-u_{3}+\ldots+u_{2 n}=1+ \\
& \quad+\sum_{k=1}^{2 n}(-1)^{k} \frac{\left(1-q^{2 n}\right)\left(1-q^{2 n-1}\right) \ldots\left(1-q^{2 n-k+1}\right)}{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{k}\right)} \cdot q^{-\frac{1}{2} k(2 n-k)}
\end{aligned}
$$

Now let us take advantage of formula $1^{\circ}$ of Problem 98 and, replacing in it $n$ by $2 n$, put $x=q$ and $z=-q^{-n-\frac{1}{2}}$.

We then have

$$
\begin{aligned}
& 1-u_{1}+u_{2}-u_{3}+\ldots+u_{2 n}=\prod_{k=1}^{2 n}\left(1-q^{k-n-\frac{1}{2}}\right)= \\
& \quad=\prod_{k=1}^{2 n}\left(1-\varepsilon^{2 n+1-2 k}\right)=\prod_{k=1}^{n}\left(1-\varepsilon^{2 k-1}\right)\left(1-\varepsilon^{-2 k+1}\right)= \\
& \\
& =\prod_{k=1}^{n} 2[1-\cos (2 k-1) x]=2^{n} \prod_{k=1}^{n}[1-\cos (2 k-1) x] .
\end{aligned}
$$

$2^{\circ}$ Put (as in Problem 97)

$$
\frac{\left(1-q^{2 n}\right)\left(1-q^{2 n-1}\right) \ldots\left(2-q^{2 n-k+1}\right)}{(1-q)\left(1-q^{2}\right) \ldots\left(1-q^{k}\right)}=(2 n, k) .
$$

Then

$$
u_{k}=(2 n, k) q^{-\frac{1}{2} k(2 n-k)}
$$

where $q=\cos 2 x-i \sin 2 x$.
We have to compute the following sum

$$
\sum_{k=0}^{2 n}(-1)^{k} u_{k}^{2}=\sum_{k=0}^{2 n}(-1)^{k}(2 n, k)^{2} q^{-k(2 n-k)},
$$

where $(2 n, 0)=1$.
From Problem 98, $1^{\circ}$ we have

$$
(1-q z)\left(1-q^{2} z\right) \ldots\left(1-q^{2 n} z\right)=\sum_{k=0}^{2 n}(-1)^{k}(2 n, k) q^{\frac{k(k+1)}{2}} z^{k} .
$$

Put

$$
(1-q z)\left(1-q^{2} z\right) \ldots\left(1-q^{2 n} z\right)=\varphi_{n}(z, q) .
$$

We then have
Hence

$$
\varphi_{n}(z, q) \cdot \varphi_{n}(-z, q)=\varphi_{n}\left(q^{2}, z^{2}\right) .
$$

$$
\begin{aligned}
\sum_{k=0}^{2 n}(-1)^{k}(2 n, k) q^{\frac{k(k+1)}{2}} z^{k} \cdot \sum_{s=0}^{2 n} & (2 n, s) q^{\frac{s(s+1)}{2}} z^{s}= \\
& =\sum_{m=0}^{2 n}(-1)^{m}\{2 n, m\} q^{m(m+1)} z^{2 m}
\end{aligned}
$$

where $\{2 n, m\}$ is obtained from $(2 n, m)$ by replacing $q$ by $q^{2}$. Consider the coefficient of $z^{2 n}$ in both members of this equality. On the right this coefficient is equal to

$$
(-1)^{n}\{2 n, n\} q^{n(n+1)} .
$$

In the left member we obtain the following expression

$$
\sum_{k+s=2 n}(-1)^{k}(2 n, k)(2 n, s) q^{\frac{k(k+1)}{2}+\frac{s(s+1)}{2}}
$$

But

$$
(2 n, 2 n-k)=(2 n, k),
$$

therefore the last sum is equal to

$$
q^{2 n^{2}+n} \sum_{k=0}^{2 n}(-1)^{k}(2 n, k)^{2} q^{k 2-2 n k} .
$$

And so, we have

$$
q^{2 n^{2}+n} \sum_{k=0}^{2 n}(-1)^{k}(2 n, k)^{2} q^{k^{2}-2 n k}=(-1)^{n}\{2 n, n\} q^{n^{2}+n} .
$$

But

$$
(2 n, k)^{2}=u_{k}^{2} q^{2 n k-k^{2}}
$$

hence

$$
\sum_{k=0}^{2 n}(-1)^{k} u_{k}^{2}=(-1)^{n} q^{-n^{2}}\{2 n, n\} .
$$

Further

$$
(2 n, n)=u_{n} q^{\frac{1}{2} n^{2}}, \quad\{2 n, n\}=\bar{u}_{n} q^{-n^{2}}
$$

where $\bar{u}_{n}$ is obtained from $u_{n}$ by replacing $x$ by $2 x$.
Finally,

$$
\sum_{k=0}^{2 n}(-1)^{k} u_{k}^{2}=(-1)^{n} \frac{\sin (2 n+2) x \sin (2 n+4) x \ldots \sin 4 n x}{\sin 2 x \sin 4 x \ldots \sin 2 n x} .
$$

We proceeded from

$$
\sum_{k=0}^{2 n}(-1)^{k}(2 n, k)^{2} q^{k^{2}-2 n k}=(-1)^{n}\{2 n, n\} q^{-n^{2}} .
$$

Likewise we can obtain the following formula

$$
\sum_{k=0}^{2 n+1}(-1)^{k}(2 n+1, k)^{2} q^{k 2-(2 n+1) k}=0,
$$

If we put $q=1$, then $(n, k)$ turns into $C_{n}^{k}$ and we get the formulas

$$
\sum_{k=0}^{2 n}(-1)^{k}\left(C_{2 n}^{k}\right)^{2}=(-1)^{n} C_{2 n}^{n}, \sum_{k=0}^{2 n+1}(-1)^{k}\left(C_{2 n+1}^{k}\right)^{2}=0
$$

Likewise, if we take advantage of the identity

$$
\varphi_{n}(z, q) \cdot \varphi_{n}\left(q^{n} z, q\right)=\varphi_{2 n}(z, q)
$$

we get

$$
\sum_{k=0}^{n}(n, k)^{2} q^{k 2}=(2 n, n)
$$

and hence

$$
\sum_{k=0}^{n}\left(C_{n}^{k}\right)^{2}=C_{2 n}^{n}
$$

(see Problem 72).

## SOLUTIONS TO SECTION 7

1. We have to prove that

$$
\frac{1}{c+a}-\frac{1}{b+c}=\frac{1}{a+b}-\frac{1}{a+c} .
$$

However, this equality is equivalent to the following

$$
\frac{b-a}{(c+a)(b+c)}=\frac{c-b}{(a+b)(a+c)}
$$

or

$$
\frac{b-a}{b+c}=\frac{c-b}{a+b},
$$

i.e.

$$
b^{2}-a^{2}=c^{2}-b^{2} .
$$

The last equality follows immediately from the condition of the problem.
2. If $a_{n}$ is the $n$th term and $a_{m}$ the $m$ th term of the arithmetic progression, then we have

$$
\begin{aligned}
a_{n} & =a_{1}+d(n-1), \\
a_{m} & =a_{1}+d(m-1),
\end{aligned}
$$

where $d$ is the common difference of the progression

Hence

$$
a_{n}-a_{m}=(n-m) d
$$

By hypothesis, we have the following equalities

$$
\begin{aligned}
& b-c=(q-r) d \\
& c-a=(r-p) d \\
& a-b=(p-q) d
\end{aligned}
$$

Miltiplying the first of them by $a$, the second by $b$, and the third by $c$, we get
$d[(q-r) a+(r-p) b+(p-q) c]=$

$$
=a(b-c)+b(c-a)+c(a-b)=0,
$$

whence

$$
(q-r) a+(r-p) b+(p-q) c=0 .
$$

3. We have

$$
a_{p}-a_{q}=(p-q) d,
$$

where $d$ is the common difference of the progression.
Since, by hypothesis,

$$
a_{p}=q, \quad a_{q}=p, \text { then } a_{p}-a_{q}=q-p,
$$

therefore

$$
q-p=(p-q) d
$$

and, consequently,

$$
d=-1
$$

(we assume $p-q \neq 0$ ).
Further

$$
a_{m}-a_{p}=-(m-p) d,
$$

hence

$$
a_{m}=a_{p}+(m-p) d=q-m+p .
$$

4. We have

$$
a_{p+k}=a_{k}+p d
$$

Let $k$ in this equality attain successively the values: $1,2,3, \ldots, q$. Add termwise the $q$ obtained equalities. We get

$$
\begin{aligned}
a_{p+1}+a_{p+2}+ & \ldots+a_{p+q}= \\
& =a_{1}+a_{2}+\ldots+a_{q}+p q d
\end{aligned}
$$

But
$a_{p+1}+a_{p+2}+\ldots+a_{p+q}=S_{p+q}-S_{p}$,

$$
a_{1}+a_{2}+\ldots+a_{q}=S_{q}
$$

therefore we have

$$
S_{p+q}=S_{p}+S_{q}+p q d
$$

On the other hand, it is known that

$$
S_{p}=\frac{a_{1}+a_{p}}{2} p, \quad S_{q}=\frac{a_{1}+a_{q}}{2} q .
$$

Hence

$$
\frac{2 S_{p}}{p}-\frac{2 S_{q}}{q}=a_{p}-a_{q}=(p-q) d
$$

or

$$
\frac{2\left(p S_{p}-p S_{q}\right)}{p-q}=p q d .
$$

Consequently

$$
S_{p+q}=S_{p}+S_{q}+\frac{2\left(q S_{p}-p S_{q}\right)}{p-q}=\frac{(p+q) S_{p}-(p+q) S_{q}}{p-q} .
$$

Finally

$$
S_{p+q}=\frac{p+q}{p-q}\left(S_{p}-S_{q}\right)=-(p+q) .
$$

5. Follows from Problem 4. However, the following method may be applied. We have

$$
S_{p}=\frac{a_{1}+a_{p}}{2} p, \quad S_{q}=\frac{a_{1}+a_{q}}{2} q,
$$

hence

$$
\frac{a_{1}+a_{p}}{2} p=\frac{a_{1}+a_{q}}{2} q
$$

or

$$
\left[2 a_{1}+d(p-1)\right] p=\left[2 a_{1}+d(q-1)\right] q,
$$

$2 a_{1}(p-q)+d\left(p^{2}-p-q^{2}+q\right)=0$,

$$
2 a_{1}+d(p+q-1)=0
$$

Hence

$$
a_{1}+a_{p+q}=0
$$

since

$$
a_{p+q}=a_{1}+d(p+q-1) .
$$

But

$$
S_{p+q}=\frac{a_{1}+a_{p+q}}{2}(p+q) .
$$

Consequently, indeed,

$$
S_{p+q}=0 .
$$

6. We have

$$
S_{m}=\frac{a_{1}+a_{m}}{2} m, \quad S_{n}=\frac{a_{1}+a_{n}}{2} n .
$$

From the given condition follows:

$$
\frac{a_{1}+a_{m}}{a_{1}+a_{n}}=\frac{m}{n},
$$

i.e.

$$
\frac{2 a_{1}+(m-1) d}{2 a_{1}+(n-1) d}=\frac{m}{n} .
$$

Hence

$$
2 a_{1}(n-m)+\{(m-1) n-(n-1) m\} d=0,
$$

therefore
$a_{m}=a_{1}+(m-1) d=\frac{d}{2}+(m-1) d=\frac{2 m-1}{2} d, a_{n}=\frac{2 n-1}{2} d$
and finally

$$
\frac{a_{m}}{a_{n}}=\frac{2 m-1}{2 n-1} .
$$

7. It is necessary to prove that at the given $n$ and $k$ (positive integers $k \geqslant 2$ ) we can find a whole $s$ such that the following equality takes place

$$
(2 s+1)+(2 s+3)+\ldots+(2 s+2 n-1)=n^{k}
$$

The left member is equal to

$$
(2 s+n) n .
$$

Therefore it remains to prove that it is possible to find an integer $s$ such that the following equality takes place

$$
(2 s+n) n=n^{k}, \quad s=\frac{n\left(n^{k-2}-1\right)}{2} .
$$

But $n$ can be either even or odd. In both cases $s$ will be an integer, and our proposition is proved.
8. Let $a_{2}=d$. Then $a_{k}=a_{1}+d(k-1)=d(k-1)$, since, by hypothesis, $a_{1}=0$.

Consequently

$$
\begin{aligned}
S=\frac{2}{1} & +\frac{3}{2}+\ldots+\frac{n-1}{n-2}-\left(1+\frac{1}{2}+\ldots+\frac{1}{n-3}\right)= \\
& =\sum_{k=1}^{n-2} \frac{k+1}{k}-\sum_{k=1}^{n-2} \frac{1}{k}+\frac{1}{n-2}=\sum_{k=1}^{n-2}\left(1+\frac{1}{k}\right)- \\
& -\sum_{k=1}^{n-2} \frac{1}{k}+\frac{1}{n-2}=\sum_{k=1}^{n-2} 1+\sum_{k=1}^{n-2} \frac{1}{k}-\sum_{k=1}^{n-2} \frac{1}{k}+\frac{1}{n-2}= \\
& =n-2+\frac{1}{n-2}=\frac{(n-2) d}{d}+\frac{d}{(n-2) d}=\frac{a_{n-1}}{a_{2}}+\frac{a_{2}}{a_{n-1}} .
\end{aligned}
$$

9. Multiplying both the numerator and denominator of each fraction on the left by the conjugate of the denominator, we get

$$
\begin{aligned}
& S=\frac{\sqrt{a_{2}}-\sqrt{a_{1}}}{a_{2}-a_{1}}+\frac{\sqrt{a_{3}}-\sqrt{a_{2}}}{a_{3}-a_{2}}+\ldots+\frac{\sqrt{a_{n}}-\sqrt{a_{n-1}}}{a_{n}-a_{n-1}}= \\
& =\frac{1}{d}\left(\sqrt{a_{2}}-\sqrt{a_{1}}+\sqrt{a_{3}}-\sqrt{a_{2}}+\ldots+\sqrt{a_{n}}-\sqrt{a_{n-1}}\right)= \\
& \quad=\frac{\sqrt{a_{n}}-\sqrt{a_{1}}}{d},
\end{aligned}
$$

since

$$
a_{2}-a_{1}=a_{3}-a_{2}=\ldots=a_{n}-a_{n-1}=d
$$

Hence

$$
S=\frac{\sqrt{a_{n}}-\sqrt{a_{1}}}{d}=\frac{a_{n}-a_{1}}{d\left(\sqrt{\overline{a_{n}}}+\sqrt{a_{1}}\right)}=\frac{n-1}{\sqrt{\overline{a_{n}}}+\sqrt{a_{1}}} .
$$

10. We have

$$
\begin{gathered}
a_{1}^{2}-a_{2}^{2}=\left(a_{1}-a_{2}\right)\left(a_{1}+a_{2}\right)=-d\left(a_{1}+a_{2}\right), \\
a_{3}^{2}-a_{4}^{2}=\left(a_{3}-a_{4}\right)\left(a_{3}+a_{4}\right)=-d\left(a_{3}+a_{4}\right), \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
a_{2 k-1}^{2}-a_{2 k}^{2}=\left(a_{2 k-1}-a_{2 k}\right)\left(a_{2 k-1}+a_{2 k}\right)=-d\left(a_{2 k-1}+a_{2 k}\right) .
\end{gathered}
$$

Therefore
$S=-d\left(a_{1}+a_{2}+a_{3}+a_{4}+\ldots+a_{2 k-1}+a_{2 k}\right)=-d \frac{a_{1}+a_{2 k}}{2} 2 k$.

But

$$
a_{2 k}=a_{1}+d(2 k-1), \quad a_{1}-a_{2 k}=-d(2 k-1)
$$

consequently,

$$
S=-d(2 k-1) \frac{a_{1}+a_{2 k}}{2 k-1} k=\frac{k}{2 k-1}\left(a_{1}^{2}-a_{2 k}^{2}\right) .
$$

11. $1^{\circ}$ We have
$S(n+2)-S(n+1)=a_{n+2}$,

$$
S(n+3)-S(n)=a_{n+1}+a_{n+2}+a_{n+3} .
$$

Consequently, we only have to prove that

$$
a_{n+1}+a_{n+2}+a_{n+3}-3 a_{n+2}=0
$$

But it is possible to prove that

$$
\frac{a_{r}+a_{s}}{2}=a_{\frac{s+r}{2}}
$$

(if $r$ and $s$ are of the same parity).
Indeed,
$a_{r}+a_{s}=2 a_{1}+(s-1) d+(r-1) d=$

$$
=2\left[a_{1}+\left(\frac{r+s}{2}-1\right) d\right]=2 a_{\frac{r+s}{2}}
$$

therefore

$$
a_{n+1}+a_{n+3}=2 a_{n+2},
$$

and, consequently,

$$
a_{n+1}+a_{n+2}+a_{n+3}-3 a_{n+2}=0
$$

$2^{\circ}$ First of all

$$
S(2 n)-S(n)=a_{n+1}+\ldots+a_{2 n}=\frac{a_{n+1}+a_{2 n}}{2} \cdot n
$$

Now we have

$$
\begin{aligned}
S(3 n)=a_{1} & +a_{2}+\ldots+a_{n}+\left(a_{n+1}+\ldots+a_{2 n}\right)+a_{2 n+1}+\ldots+ \\
& +a_{3 n}=\frac{a_{n+1}+a_{2 n}}{2} n+\left(a_{n}+a_{2 n+1}\right)+ \\
& \quad\left(a_{n-1}+a_{2 n+2}\right)+\ldots+\left(a_{1}+a_{3 n}\right) .
\end{aligned}
$$

But since the sum of two terms of an arithmetic progression equidistant from its ends is a constant, we have

$$
a_{n}+a_{2 n+1}=a_{n-1}+a_{2 n+2}=\ldots=a_{1}+a_{3 n}=a_{n+1}+a_{2 n} .
$$

Therefore

$$
\begin{aligned}
S(3 n)=\frac{a_{n+1}+a_{2 n}}{2} n+\left(a_{n+1}+a_{2 n}\right) \cdot n=3 & \frac{a_{n+1}+a_{2 n}}{2} n= \\
& =3(S(2 n)-S(n)) .
\end{aligned}
$$

12. According to our notation we have

$$
\begin{aligned}
S_{k} & =a_{(k-1) n+1}+a_{(k-1) n+2}+\ldots+a_{k n}, \\
S_{k+1} & =a_{k n+1}+a_{k n+2}+\ldots+a_{(k+1) n} .
\end{aligned}
$$

Consider the difference

$$
S_{k+1}-S_{k} .
$$

We have
$S_{k+1}-S_{k}=\left[a_{k n+n}-a_{k n}\right]+\ldots+\left[a_{k n+2}-a_{(k-1) n+2}\right]+$ $+\left[a_{k n+1}-a_{(t-1, n+1}\right]$.
But since

$$
a_{m}-a_{l}=(m-l) d,
$$

we have

$$
S_{k+1}-S_{k}=n d+\ldots+n d+n d=n^{2} d .
$$

13. We have

$$
b-a=d(q-p), \quad c-b=d(r-q), \quad c-a=d(r-p) ;
$$

on the other hand,

$$
a=u_{1} \omega^{p-1}, \quad b=u_{1} \omega^{q-1}, \quad c=u_{1} \omega^{r-1},
$$

where $u_{1}$ is the first term of the geometric progression, and $\omega$ is its ratio.

Therefore

$$
\begin{aligned}
a^{b-c} \cdot b^{c-a} \cdot c^{a-b} & =a^{d(q-r)} \cdot b^{d(r-p)} \cdot c^{\left.d_{( } p-q\right)}= \\
& =u_{1}^{d(q-r)+d_{( }(r-p)+d(p-q)} \cdot \omega^{d_{\{(q-r)(p-1)+(r-p)(q-1)+(p-q)(r-1)\}}} .
\end{aligned}
$$

But it is easily seen that

$$
\begin{gathered}
d(q-r)+d(r-p)+d(p-q)=0 \\
(q-r)(p-1)+(r-p)(q-1)+(p-q)(r-1)=0
\end{gathered}
$$

And so

$$
a^{b-c} \cdot b^{c-a} \cdot c^{a-b}=1 .
$$

14. We have

$$
1+x+x^{2}+\ldots+x^{n}=\frac{x^{n+1}-1}{x-1}
$$

Consequently

$$
\begin{aligned}
& \left(1+x+x^{2}+\ldots+x^{n}\right)^{2}-x^{n}=\left(\frac{x^{n+1}-1}{x-1}\right)^{2}-x^{n}= \\
& =\frac{\left(x^{n+1}-1\right)^{2}-x^{n}(x-1)^{2}}{(x-1)^{2}}=\frac{x^{2 n+2}-2 x^{n+1}+1-x^{n+2}+2 x^{n+1}-x^{n}}{(x-1)^{2}}= \\
& =\frac{\left(x^{n}-1\right)\left(x^{n+2}-1\right)}{(x-1)(x-1)}=\left(1+x+x^{2}+\ldots+x^{n-1}\right) \times \\
& \quad \times\left(1+x+x^{2}+\ldots+x^{n+1}\right) .
\end{aligned}
$$

15. Let the considered geometric progression be

$$
u_{1}, u_{2}, \ldots, u_{n}, u_{n+1}, \ldots, u_{2 n}, u_{2 n+1}, \ldots, u_{3 n} .
$$

Hence

$$
S_{3 n}-S_{2 n}=u_{2 n+1}+\ldots+u_{3 n}, S_{2 n}-S_{n}=u_{n+1}+\ldots+u_{2 n}
$$

But

$$
u_{k}=u_{1} q^{k-1}, \quad u_{s}=u_{1} q^{s-1}
$$

Therefore

$$
u_{k}=u_{s} \cdot q^{k-s}, \quad u_{2 n+k}=u_{k} q^{2 n}
$$

consequently,

$$
\begin{aligned}
& S_{3 n}-S_{2 n}=u_{2 n+1}+\ldots+u_{3 n}=q^{2 n}\left(u_{1}+u_{2}+\ldots+u_{n}\right)=q^{2 n} S_{n} \text {, } \\
& S_{2 n}-S_{n}=u_{n+1}+\ldots+u_{2 n}=q^{n}\left(u_{1}+u_{2}+\ldots+u_{n}\right)=q^{n} S_{n} .
\end{aligned}
$$

Therefore

$$
S_{n}\left(S_{3 n}-S_{2 n}\right)=q^{2 n} S_{n}^{2}, \quad\left(S_{2 n}-S_{n}\right)^{2}=q^{2 n} S_{n}^{2},
$$

and the problem is solved.
16. Using the formula for the sum of terms of the geometric progression, we get

$$
S=\frac{a_{n} q-a_{1}}{q-1}, \quad S^{\prime}=\frac{\frac{1}{a_{n}} \frac{1}{q}-\frac{1}{a_{1}}}{\frac{1}{q}-1}=\frac{a_{n} q-a_{1}}{q-1} \cdot \frac{1}{a_{n} a_{1}} .
$$

Consequently

$$
\frac{S}{S^{\prime}}=a_{n} a_{1} .
$$

But, on the other hand,

$$
P^{2}=\left(a_{1} a_{2} \ldots a_{n}\right)^{2}=\left(a_{1} a_{n}\right)^{n},
$$

hence

$$
P=\left(\frac{S}{S^{\prime}}\right)^{\frac{n}{2}}
$$

17. Let us consider Lagrange's identity mentioned in Sec. 1 (see Problem 5)

$$
\begin{aligned}
& \left(x_{1}^{2}+x_{2}^{2}+\ldots+x_{n-1}^{2}\right)\left(y_{1}^{2}+y_{2}^{2}+\ldots+y_{n-1}^{2}\right)- \\
& \quad-\left(x_{1} y_{1}+x_{2} y_{2}+\ldots+x_{n-1} y_{n-1}\right)^{2}=\left(x_{1} y_{2}-x_{2} y_{1}\right)^{2}+ \\
& \quad+\left(x_{1} y_{3}-x_{3} y_{1}\right)^{2}+\ldots+\left(x_{n-2} y_{n-1}-y_{n-2} x_{n-1}\right)^{2} .
\end{aligned}
$$

Put

$$
\begin{array}{lll}
x_{1}=a_{1}, & x_{2}=a_{2}, \ldots, & x_{n-1}=a_{n-1} ; \\
y_{1}=a_{2}, & y_{2}=a_{3}, \ldots, & y_{n-1}=a_{n} .
\end{array}
$$

We then have

$$
\begin{align*}
& \left(a_{1}^{2}+a_{2}^{2}+\ldots+a_{n-1}^{2}\right)\left(a_{2}^{2}+a_{3}^{2}+\ldots+a_{n}^{2}\right)- \\
& \quad-\left(a_{1} a_{2}+a_{2} a_{3}+\ldots+a_{n-1} a_{n}\right)^{2}=\left(a_{1} a_{3}-a_{2}^{2}\right)^{2}+ \\
& \quad+\left(a_{1} a_{4}-a_{3} a_{2}\right)^{2}+\ldots+\left(a_{n-2} a_{n}-a_{n-1}^{2}\right)^{2} . \tag{*}
\end{align*}
$$

The bracketed expressions on the right have the following structure

$$
a_{k} a_{s}-a_{k^{\prime}} a_{s^{\prime}},
$$

and $k+s=k^{\prime}+s^{\prime}$. It is evident that if $a_{1}, a_{2}, \ldots, a_{n}$ form a geometric progression, then (provided $k+s=k^{\prime}+$ $+s^{\prime}$ )

$$
a_{k} a_{s}-a_{k^{\prime}} a_{s^{\prime}}=0
$$

Indeed

$$
\begin{aligned}
a_{k} & =a_{1} q^{k-1}, & a_{s} & =a_{1} q^{s-1}, \\
a_{k^{\prime}} & =a_{1} q^{k^{\prime}-1}, & a_{s^{\prime}} & =a_{1} q^{s^{\prime}-1} .
\end{aligned}
$$

Therefore

$$
a_{k} a_{s}=a_{1}^{2} q^{k+s-2}
$$

and

$$
\begin{aligned}
a_{k^{\prime}} a_{s^{\prime}} & =a_{1}^{2} q^{k^{\prime}+s^{\prime}-2} \\
a_{k} a_{s} & =a_{k^{\prime}} a_{s^{\prime}}
\end{aligned}
$$

Thus, if $a_{1}, a_{2}, \ldots, a_{n}$ form a geometric progression, then all the bracketed expressions in the right member of the equality (*) are equal to zero, and the following rela-
tion takes place

$$
\begin{aligned}
\left(a_{1}^{2}+a_{2}^{2}+\ldots+a_{n-1}^{2}\right)\left(a_{2}^{2}+a_{3}^{2}\right. & \left.+\ldots+a_{n}^{2}\right)= \\
& =\left(a_{1} a_{2}+a_{2} a_{3}+\ldots+a_{n-1} a_{n}\right)^{2}
\end{aligned}
$$

Now let us assume that this relation takes place. It is required to prove that the numbers $a_{1}, a_{2}, \ldots, a_{n}$ form a geometric progression. In this case all the bracketed expressions in the right member of the equality (*) are equal to zero. But among these expressions there is the following one

$$
\left(a_{1} a_{k}-a_{2} a_{k-1}\right)^{2} \quad(k=3,4, \ldots, n)
$$

Therefore we have

$$
\frac{a_{k}}{a_{k-1}}=\frac{a_{2}}{a_{1}} \quad(k=3,4, \ldots, n)
$$

i.e. the numbers $a_{1}, a_{2}, \ldots, a_{n}$ really form a geometric progression.
18. $1^{\circ}$ It is known that

$$
S_{m}=\frac{a_{m} q-a_{1}}{q-1}
$$

Let us make up the required sum. We have

$$
S_{1}+S_{2}+\ldots+S_{n}=\frac{a_{1} q-a_{1}}{q-1}+\frac{a_{2} q-a_{1}}{q-1}+\ldots+\frac{a_{n} q-a_{1}}{q-1}=
$$

$$
=\frac{\left(a_{1}+a_{2}+\ldots+a_{n}\right) q}{q-1}-\frac{a_{1} n}{q-1}=\frac{\left(a_{n} q-a_{1}\right) q}{(q-1)^{2}}-\frac{a_{1} n}{q-1}
$$

$$
\begin{aligned}
\frac{2^{\circ}}{a_{1}^{2}-a_{2}^{2}}+\ldots+\frac{1}{a_{n-1}^{2}-a_{n}^{2}} & =\frac{1}{1-q^{2}}\left\{\frac{1}{a_{1}^{2}}+\frac{1}{a_{2}^{2}}+\ldots+\frac{1}{a_{n-1}^{2}}\right\}= \\
& =\frac{1}{1-q^{2}} \frac{\frac{1}{a_{n-1}^{2}} \cdot \frac{1}{q^{2}}-\frac{1}{a_{1}^{2}}}{\frac{1}{q^{2}}-1}=q^{2} \frac{\left(\frac{1}{a_{n}^{2}}-\frac{1}{a_{1}^{2}}\right)}{\left(1-q^{2}\right)^{2}}
\end{aligned}
$$

$\begin{aligned} & \frac{1}{a_{1}^{k}+a_{2}^{k}}+\ldots+\frac{1}{a_{n-1}^{k}+a_{n}^{k}}=\frac{1}{1+q^{k}} \frac{q^{k}\left(\frac{1}{a_{n}^{k}}-\frac{1}{a_{1}^{k}}\right)}{1-q^{k}}= \\ &=\frac{q^{k}}{1-q^{2 k}}\left(\frac{1}{a_{n}^{k}}-\frac{1}{a_{1}^{k}}\right) .\end{aligned}$
19. Let the given progression be $a_{1}, a_{2}, \ldots, a_{n}$. Let $a_{\bar{k}}$ designate the $k$ th term from the end of the progression. Then

$$
a_{k}^{-}=a_{n}-(k-1) d, \quad a_{k}=a_{1}+(k-1) d
$$

Consider the product $a_{k} a_{\bar{k}}$. We have

$$
\begin{aligned}
& a_{k} a_{k}=a_{1} a_{n}-(k-1)^{2} d^{2}+(k-1) d\left(a_{n}-a_{1}\right)= \\
& \quad=a_{1} a_{n}-(k-1)^{2} d^{2}+(k-1)(n-1) d^{2}
\end{aligned}
$$

And so

$$
a_{k} a_{\bar{k}}=a_{1} a_{n}+d^{2}\left\{(k-1)(n-1)-(k-1)^{2}\right\}
$$

It only remains to prove that the expression

$$
P_{n}=(k-1)(n-1)-(k-1)^{2}
$$

increases with an increase in $n$ from 1 to $\frac{n}{2}$ or $\frac{n+1}{2}$.
We have

$$
P_{k}=(k-1)(n-k), \quad P_{k+1}=k(n-k-1)
$$

Hence

$$
P_{k+1}-P_{k}=n-2 k
$$

Consequently, $P_{k+1}>P_{k}$ if $n-2 k>0$, i.e. if $k<\frac{n}{2}$, and our proposition is proved.
20. Let $a_{1}, a_{2}, \ldots, a_{n}$ be an arithmetic progression, and $u_{1}, u_{2}, \ldots, u_{n}$ a geometric progression. By hypothesis, $a_{1}=u_{1}, a_{n}=u_{n}$. Let the ratio of the progression be equal to $q$. Then

$$
u_{n}=u_{1} q^{n-1}=a_{n}
$$

Put
$a_{1}+a_{2}+\ldots+a_{n}=s_{n}, \quad u_{1}+u_{2}+\ldots+u_{n}=\sigma_{n}$.
Prove that

$$
s_{n} \geqslant \sigma_{n}
$$

We have

$$
\begin{gathered}
s_{n}=\frac{a_{1}+a_{n}}{2} \cdot n=\frac{a_{1}+a_{1} q^{n-1}}{2} n=a_{1} \frac{1+q^{n-1}}{2} n, \\
\sigma_{n}=\frac{u_{n} q-u_{1}}{q-1}=a_{1} \frac{q^{n}-1}{q-1} .
\end{gathered}
$$

Since, by hypothesis, $a_{1}>0$, it only remains to prove that

$$
\frac{q^{n}-1}{q-1} \leqslant \frac{1+q^{n-1}}{2} n .
$$

Let us write the left member of the supposed inequality in the following way

$$
\begin{aligned}
& \frac{q^{n}-1}{q-1}=1+q+q^{2}+\ldots+q^{n-3}+q^{n-2}+q^{n-1}= \\
& \\
& =\frac{1}{2}\left\{\left(1+q^{n-1}\right)+\left(q+q^{n-2}\right)+\ldots+\left(q^{k}+q^{n-k-1}\right)+\ldots+\right. \\
& \\
&
\end{aligned}
$$

Let us prove that

$$
q^{k}+q^{n-k-1} \leqslant 1+q^{n-1}
$$

Indeed

$$
\begin{aligned}
q^{k}+q^{n-k-1}-1-q^{n-1}==\left(q^{k}-1\right)+ & q^{n-k-1}\left(1-q^{k}\right)= \\
& =\left(q^{k}-1\right)\left(1-q^{n-k-1}\right) \leqslant 0
\end{aligned}
$$

since if $q>1$, then $q^{k}-1 \geqslant 0,1-q^{n-k-1} \leqslant 0$, and if $q<1$, then $q^{k}-1 \leqslant 0,1-q^{n-k-1} \geqslant 0$. At $q=1$ it is clear that the product contained in the left member of our inequality is equal to zero. And so, indeed,

$$
q^{k}+q^{n-k-1} \leqslant 1+q^{n-1} .
$$

The braced expression contains $n$ bracketed expressions each of which does not exceed $1+q^{n-1}$. Therefore

$$
\frac{q^{n}-1}{q-1} \leqslant n \frac{1+q^{n-1}}{2},
$$

i.e.

$$
\sigma_{n} \leqslant s_{n},
$$

which solves the problem.
21. Let the first common term of the progressions be $a$, and the second $b$. Then the $n$th term of the arithmetic progression will be equal to

$$
a+(b-a)(n-1)
$$

and the corresponding term of the geometric progression has the form

$$
a\left(\frac{b}{a}\right)^{n-1}
$$

And so, we have to prove that

$$
a+(b-a)(n-1) \leqslant a\left(\frac{b}{a}\right)^{n-1},
$$

in other words, that

$$
a+(b-a)(n-1)-a\left(\frac{b}{a}\right)^{n-1} \leqslant 0,
$$

or

$$
a\left\{\left(\frac{b}{a}-1\right)(n-1)-\left[\left(\frac{b}{a}\right)^{n-1}-1\right]\right\} \leqslant 0
$$

Let us rewrite the left member of this inequality as follows
$a\left(\frac{b}{a}-1\right)\left\{(n-1)-\left[\left(\frac{b}{a}\right)^{n-2}+\left(\frac{b}{a}\right)^{n-3}+\ldots+\left(\frac{b}{a}\right)+1\right]\right\}$.
Considering separately the three cases: $\frac{b}{a}>1, \frac{b}{a}<1$, $\frac{b}{a}=1$, we easily prove the validity of our inequality.
22. We have to compute

$$
S_{n}=1 \cdot x+2 x^{2}+3 x^{3}+\ldots+n x^{n}
$$

Multiplying both members of this equality by $x$, we have

$$
S_{n} x=1 \cdot x^{2}+2 x^{3}+3 x^{4}+\ldots+(n-1) x^{n}+n x^{n+1} .
$$

It is evident that the right member is equal to

$$
S_{n}-x-x^{2}-x^{3}-\ldots-x^{n}+n x^{n+1}
$$

Thus, we have the identity

$$
\begin{gathered}
S_{n} x=S_{n}+n x^{n+1}-x\left(1+x+x^{2}+\ldots+x^{n-1}\right), \\
S_{n}(x-1)=n x^{n+1}-x \frac{x^{n}-1}{x-1}, \\
S_{n}(x-1)^{2}=x\left\{n x^{n+1}+1-(n+1) x^{n}\right\} .
\end{gathered}
$$

And, finally, we have

$$
S_{n}=\frac{x}{(x-1)^{2}}\left\{n x^{n+1}-(n+1) x^{n}+1\right\} .
$$

23. We have

$$
s=\sum_{k=1}^{n} a_{k} u_{k}
$$

Let us multiply both members of this equality by $q$ (where $q$ is the ratio of the geometric progression). We obtain

$$
s q=\sum_{k=1}^{n} a_{k} u_{h+1}
$$

(since $u_{k} q=u_{k+1}$ ).
Subtract $s$ from both members of the last equality. We have

$$
s q-s=\sum_{k=1}^{n} a_{k} u_{k+1}-\sum_{k=1}^{n} a_{k} u_{k} .
$$

Transform the right member as follows

$$
\begin{aligned}
\sum_{=2}^{n+1} a_{k-1} u_{k} & -\sum_{k=2}^{n+1} a_{k} u_{k}-a_{1} u_{1}+a_{n+1} u_{n+1}= \\
& =-\sum_{k=2}^{n+1}\left(a_{k}-a_{k-1}\right) u_{k}-a_{1} u_{1}+a_{n+1} u_{n+1}= \\
& =-\sum_{k=2}^{n+1} d u_{k}+a_{n+1} u_{n+1}-a_{1} u_{1},
\end{aligned}
$$

where $d$ is the common difference of the arithmetic progression.

Thus

$$
\begin{aligned}
& s(q-1)=-d \sum_{k=2}^{n+1} u_{k}+a_{n+1} u_{n+1}-a_{1} u_{1}, \\
& s(q-1)=a_{n+1} u_{n+1}-a_{1} u_{1}-d \frac{u_{n+1} q-u_{2}}{q-1} .
\end{aligned}
$$

Finally

$$
s=\frac{a_{n+1} u_{n+1}-a_{1} u_{1}}{q-1}-d \frac{u_{n+1} q-u_{2}}{(q-1)^{2}} .
$$

24. The required sum can be rewritten in the following way

$$
x^{2}+x^{4}+\ldots+x^{2 n}+\frac{1}{x^{2}}+\frac{1}{x^{4}}+\ldots+\frac{1}{x^{2 n}}+2 n
$$

Summing each of the geometric progressions separately and joining the partial sums thus obtained, we have

$$
\begin{aligned}
\left(x+\frac{1}{x}\right)^{2}+\left(x^{2}+\frac{1}{x^{2}}\right)^{2}+\ldots+\left(x^{n}\right. & \left.+\frac{1}{x^{n}}\right)^{2}= \\
& =\frac{\left(x^{2 n+2}+1\right)\left(x^{2 n}-1\right)}{\left(x^{2}-1\right) x^{2 n}}+2 n .
\end{aligned}
$$

25. The sum $S_{1}$ is readily computed by the formula for an arithmetic progression. Let us now compute $S_{2}$. Consider the following identity

$$
(x+1)^{3}-x^{3}=3 x^{2}+3 x+1
$$

Putting here in succession $x=1,2,3, \ldots, n$ and summing up the obtained equalities termwise, we have

$$
\sum_{x=1}^{n}(x+1)^{3}-\sum_{x=1}^{n} x^{3}=3 \sum_{x=1}^{n} x^{2}+3 \sum_{x=1}^{n} x+n .
$$

Or

$$
\begin{aligned}
\left\{2^{3}+3^{3}+\ldots+n^{3}+(n+1)^{3}\right\}-\left\{1^{3}+2^{3}+\ldots\right. & \left.+n^{3}\right\}= \\
& =3 S_{2}+3 S_{1}+n
\end{aligned}
$$

And so $3 S_{2}+3 S_{1}+n=(n+1)^{3}-1$. But

$$
S_{1}=\frac{n(n+1)}{2}
$$

Now we find easily

$$
S_{2}=\frac{n(n+1)(2 n+1)}{6} .
$$

The formula for $S_{3}$ is deduced in a similar way. We only have to consider the identity

$$
(x+1)^{4}-x^{4}=4 x^{8}+6 x^{2}+4 x+1
$$

and make use of the expressions for $S_{1}$ and $S_{2}$ found before.
26. We have identically

$$
\begin{aligned}
(x+1)^{k+1}-x^{k+1}= & (k+1) x^{k}+\frac{(k+1) k}{1 \cdot 2} x^{k-1}+ \\
& +\frac{(k+1) k(k-1)}{1 \cdot 2 \cdot 3} x^{k-2}+\ldots+(k+1) x+1 .
\end{aligned}
$$

Putting here successively $x=1,2,3, \ldots, n$, and summing up, we get the required formula.
27. Consider the following square table:

| ${ }^{k}{ }^{k}$ | $3^{\text {k }}$ | $4^{k} \ldots n^{k}$ |
| :---: | :---: | :---: |
| $\overline{1^{k}} 2^{k}$ | $3^{\text {k }}$ | $4^{k} \ldots n^{k}$ |
| $1^{k} \quad 2^{k}$ | 3 | $4^{k} \ldots n^{k}$ |
|  |  |  |
| $1^{k} 2^{k}$ | $3^{\text {k }}$ | $4^{k} \ldots n^{k}$ |

The sum of terms of each line is equal to $1^{k}+2^{k}+$ $+\ldots+n^{k}=S_{k}(n)$. Thus, the sum of all the terms of the table will be $n S_{k}(n)$.

On the other hand, summing along the broken lines, we get the following expression for the sum of all the terms of the table

$$
\begin{aligned}
& 1^{k}+\left(1^{k}+2 \cdot 2^{k}\right)+\left(1^{k}+2^{k}+3 \cdot 3^{k}\right)+\left(1^{k}+2^{k}+3^{k}+4 \cdot 4^{k}\right)+ \\
& +\ldots+\left(1^{k}+2^{k}+3^{k}+\ldots+(n-1)^{k}+n \cdot n^{k}\right)= \\
& =1+\left[S_{k}(1)+2^{k+1}\right]+\left[S_{k}(2)+3^{k+1}\right]+\left[S_{k}(3)+4^{k+1}\right]+\ldots+ \\
& +\left[S_{k}(n-1)+n^{k+1}\right]= \\
& =
\end{aligned}
$$

And so
$n S_{k}(n)=S_{k+1}(n)+S_{k}(n-1)+S_{k}(n-2)+\ldots+S_{k}(2)+S_{k}^{\prime}(1)$.
28. Both $1^{\circ}$ and $2^{\circ}$ are readily obtained from the formula of Problem 26. Let us rewrite it as

$$
\begin{align*}
S_{k}=-\frac{k}{2} S_{k-1}-\frac{k(k-1)}{1 \cdot 2 \cdot 3} S_{k-2}-\ldots-S_{1} & -\frac{S_{0}}{k+1}+ \\
& +\frac{(n+1)^{k+1}-1}{k+1} \tag{*}
\end{align*}
$$

At $k=1 \quad S_{1}=1+2+3+\ldots+n=\frac{n^{2}+n}{2}=\frac{1}{2} n^{2}+\frac{1}{2} n$.
Thus, both propositions ( $1^{\circ}$ and $2^{\circ}$ ) are valid at $k=1$. Suppose they hold true for any value of the subscript less than $k$ and let us prove that they are also valid at the subscript equal to $k$. Since, by supposition, $S_{k-1}$ is a polynomial in $n$ of degree $k, S_{k-2}$ a polynomial of degree $k-1$, and so on, it is easily seen from the formula ( $*$ ) that $S_{k}$ is indeed
a polynomial of degree $k+1$. Further, since $S_{k-1}, S_{k-2}, \ldots$, $S_{0}$ do not contain the term independent of $n$, it follows that $S_{k}$ also does not contain such a term $\left(\frac{(n+1)^{k+1}-1}{k+1}\right.$, when expanded in powers of $n$, will not contain a constant term). As is evident from the same formula (*), the coefficient of the term of the highest power in the expansion of $S_{k}$ in powers of $n$ will be $\frac{1}{k+1}$. It only remains to prove that the coefficient of the second term, i.e. $B$, is equal to $\frac{1}{2}$. In the expansion (*) there exist only two terms containing $n^{k}$. One of them is contained in $-\frac{k}{2} S_{k-1}$, and the other in $\frac{(n+1)^{k+1}-1}{k+1}$. From what has been proved we have

$$
-\frac{k}{2} S_{k-1}=-\frac{k}{2}\left\{\frac{1}{k} n^{k}+\ldots\right\}=-\frac{1}{2} n^{k}+\ldots
$$

Further

$$
\frac{(n+1)^{k+1}-1}{k+1}=\frac{1}{k+1} n^{k+1}+n^{k}+\ldots
$$

Hence, it is obvious that

$$
B=\frac{1}{2} .
$$

As to the structure of the rest of the coefficients $(C, \ldots, L)$, we may assert the following: the coefficient of $n^{k+1-l}$ will be equal to

$$
C_{k+1}^{l} \frac{A}{k+1},
$$

where $A$ is independent of $k$. This proposition is proved using the method of induction with the aid of the formula (*).
29. $S_{4}$ can be computed using, for instance, the formula from Problem 26.

However, we may also proceed in the following way. From the result of the previous problem it follows that

$$
S_{4}=\frac{1}{5} n^{5}+\frac{1}{2} n^{4}+C n^{3}+D n^{2}+E n .
$$

It only remains to determine $C, D$ and $E$. Since the last equality is an identity, it is valid for all values of $n$. Putting here in succession $n=1,2$, and 3 , we get a system of equations in three unknowns $C, D$ and $E$. Namely, we have

$$
C+D+E=\frac{3}{10}, 8 C+4 D+2 E=\frac{13}{5}, 27+C+9 D+3 E=\frac{89}{10} .
$$

Hence

$$
C=\frac{1}{3}, D=0, E=-\frac{1}{30} .
$$

It only remains to factor the expression

$$
\frac{n^{5}}{5}+\frac{n^{4}}{2}+\frac{n^{3}}{3}-\frac{n}{30}
$$

and the required result will be found.
The remaining three formulas are obtained similarly.
30. The validity of the identities is established by a direct check, using the expressions for $S_{n}$ obtained before.
31. Put $k=1$. We have

$$
(B+1)^{2}-B^{2}=2
$$

or

$$
B_{2}+2 B_{1}+1-B_{2}=2
$$

Consequently, $B_{1}=\frac{1}{2}$.
Then. put $k=2$. We get

$$
(B+1)^{3}-B^{3}=3
$$

i.e.

$$
B_{3}+3 B_{2}+3 B_{1}+1-B_{3}=3, \quad \text { i.e. } \quad B_{2}=\frac{1}{6} .
$$

Proceeding in the same way, we get the following table

$$
\begin{array}{llll}
B_{1}=\frac{1}{2}, & B_{6}=\frac{1}{42}, & B_{11}=0, & B_{16}=-\frac{3617}{510}, \\
B_{2}=\frac{1}{6}, & B_{7}=0, & B_{12}=-\frac{691}{2730}, & B_{17}=0 ; \\
B_{3}=0, & B_{8}=-\frac{1}{30}, & B_{13}=0, & B_{18}=\frac{43867}{798}, \\
B_{4}=-\frac{1}{30}, & B_{9}=0, & B_{14}=\frac{7}{6}, & B_{19}=0 . \\
B_{5}=0, & B_{10}=\frac{5}{66}, & B_{15}=0, &
\end{array}
$$

Knowing this table, we may easily solve Problem 29, i.e. arrange $S_{4}, S_{5}, S_{6}$ and $S_{7}$ according to powers of $n$. These numbers play quite an important role in many fields of mathematics and possess a number of interesting properties. They are called Bernoulli's numbers (J. Bernoulli, Ars Conjectandi). We can show that for odd $k$ 's exceeding unity $B_{k}$ will be equal to zero. And Bernoulli's numbers with an
even subscript will increase rather fast. Let us consider the value of $B_{196}$. If we put $B_{196}=-\frac{Z}{N}$, then it turns out that

$$
Z=
$$

Thus, the numerator of this number contains 215 digits (D. H. Lehmer, 1935).

Let us now prove relationship $2^{\circ}$.
On the basis of the results obtained in Problem 28 we may put

$$
\begin{aligned}
(k+1)\left(1^{k}+2^{k}\right. & \left.+3^{k}+\ldots+n^{k}\right)= \\
& =n^{k+1}+\frac{k+1}{2} n^{k}+C n^{k-1}+D n^{k-2}+\ldots+L n
\end{aligned}
$$

where $C, D, \ldots, L$ are independent of $n$, but undoubtedly depend on $k$. Put

$$
\begin{aligned}
\left(k^{2}+1\right)\left(1^{k}+2^{k}\right. & \left.+3^{k}+\ldots+n^{k}\right)=n^{k+1}+C_{k+1}^{1} \alpha_{1} n^{k}+ \\
& +C_{k+1}^{2} \alpha_{2} n^{k-1}+\ldots+C_{k+1}^{k-1} \alpha_{k-1} n^{2}+C_{k+1}^{k} \alpha_{k} n .
\end{aligned}
$$

We may then write the following symbolic equality

$$
(k+1)\left(1^{k}+2^{k}+\ldots+n^{k}\right)=(n+\alpha)^{k+1}-\alpha^{k+1} .
$$

On removing the brackets in the right member by replacing $\alpha^{s}$ by $\alpha_{s}(s=0,1,2, \ldots)$, we pass over from the symbolic equality to an ordinary one.

Since this equality is an identity with respect to $n$, we may put in it $n+1$ instead of $n$ and obtain

$$
(k+1)\left[1^{k}+2^{k}+\ldots+(n+1)^{k}\right]=(n+1+\alpha)^{k+1}-\alpha^{k+1}
$$

Subtracting from the last equality the preceding one, we find

$$
(k+1)(n+1)^{k}=(n+1+\alpha)^{k+1}-(n+\alpha)^{k+1} .
$$

Putting here $n=0$, we have

$$
(\alpha+1)^{k+1}-\alpha^{k+1}=k+1
$$

Besides, it should be remembered (see the solution of Problem 28) that $\alpha$ 's are independent of $k$ and that $\alpha_{1}=\frac{1}{2}$.

And so, the numbers $\alpha_{k}$ and $B_{k}$ are determined by one and the same relation, and $\alpha_{1}=B_{1}$. Therefore
for any $k$.

$$
\alpha_{k}=B_{k}
$$

32. Let $d$ be the common difference of our progression. Then

$$
x_{k}=x_{1}+d(k-1)
$$

From the first equality we have

$$
\begin{equation*}
\frac{x_{1}+x_{n}}{2} n=a, \quad n x_{1}+d \frac{n(n-1)}{1 \cdot 2}=a . \tag{*}
\end{equation*}
$$

On the other hand,

$$
x_{k}^{2}=x_{1}^{2}+2 x_{1} d(k-1)+d^{2}(k-1)^{2} .
$$

Therefore, from the second relation we get

$$
\sum_{k=1}^{n} x_{k}^{2}=n x_{1}^{2}+2 x_{1} d \sum_{k=1}^{n}(k-1)+d^{2} \sum_{k=1}^{n}(k-1)^{2}=b^{2} .
$$

Hence

$$
\begin{equation*}
n x_{1}^{2}+2 x_{1} d \frac{n(n-1)}{1 \cdot 2}+d^{2} \frac{(n-1) n(2 n-1)}{6}=b^{2} \tag{1}
\end{equation*}
$$

(see Problem 25).
Squaring both members of the equality (*) and dividing by $n$, we find

$$
\begin{equation*}
n x_{1}^{2}+2 x_{1} d \frac{n(n-1)}{1 \cdot 2}+d^{2} \frac{n(n-1)^{2}}{4}=\frac{a^{2}}{n} . \tag{2}
\end{equation*}
$$

Subtracting (2) from (1), we get

$$
\frac{d^{2} n\left(n^{2}-1\right)}{12}=\frac{b^{2} n-a^{2}}{n}
$$

Consequently

$$
d= \pm \frac{2 \sqrt{3\left(b^{2} n-a^{2}\right)}}{n \sqrt{n^{2}-1}}
$$

Substituting $d$ into the equality (*), we find $x_{1}$, and, consequently, we can construct the whole arithmetic progression.
33. $1^{\circ}$ Put $s=\sum_{k=1}^{n} k^{2} x^{k-1}$. Hence $x \cdot s=\sum_{k=1}^{n} k^{2} x^{k}$.

Subtracting the first equality from the second, we find

$$
s(x-1)=\sum_{k=2}^{n+1}(k-1)^{2} x^{k-1}-\sum_{k=1}^{n} k^{2} x^{k-1} .
$$

Consequently

$$
\begin{aligned}
& s(x-1)=\sum_{k=1}^{n}(k-1)^{2} x^{k-1}+n^{2} x^{n}-\sum_{k=1}^{n} k^{2} x^{k-1}, \\
& s(x-1)=n^{2} x^{n}-\sum_{k=1}^{n}(2 k-1) x^{k-1}=n^{2} x^{n}-2 \sum_{k=1}^{n} k x^{k-1}+ \\
& \quad+\sum_{k=1}^{n} x^{k-1}=n^{2} x^{n}-2 \frac{1}{(x-1)^{2}}\left\{n x^{n+1}-(n+1) x^{n}+1\right\}+\frac{x^{n}-1}{x-1}
\end{aligned}
$$

(see Problem 22).
Finally

$$
\begin{aligned}
1+4 x+9 x^{2}+\ldots & +n^{2} x^{n-1}= \\
& =\frac{n^{2} x^{n}(x-1)^{2}-2 n x^{n}(x-1)+\left(x^{n}-1\right)(x+1)}{(x-1)^{3}} .
\end{aligned}
$$

$2^{\circ}$ Proceed as in the previous case. Put

$$
s=1^{3}+2^{3} x+3^{3} x^{2}+\ldots+n^{3} x^{n-1}=\sum_{k=1}^{n} k^{3} x^{k-1}
$$

Make up the difference

$$
s x-s=n^{3} x^{n}-3 \sum_{k=1}^{n} k^{2} x^{k-1}+3 \sum_{k=1}^{n} k x^{k-1}-\sum_{k=1}^{n} x^{k-1} .
$$

Substituting the expressions obtained before for the sums on the right, we have

$$
\begin{array}{r}
s(x-1)=n^{3} x^{n}-3 \frac{n^{2} x^{n}(x-1)^{2}-2 n x^{n}(x-1)+\left(x^{n}-1\right)(x+1)}{(x-1)^{3}}+ \\
+3 \frac{n x^{n+1}-(n+1) x^{n}+1}{(x-1)^{2}}-\frac{x^{n}-1}{x-1} .
\end{array}
$$

Finally
$s(x-1)^{4}=n^{3} x^{n}(x-1)^{3}-3 n^{2} x^{n}(x-1)^{2}+$ $+3 n x^{n}\left(x^{2}-1\right)-\left(x^{n}-1\right)\left(x^{2}+4 x+1\right)$.
34. To determine the required sums first compute the following sum

$$
\begin{aligned}
1+3 x+ & 5 x^{2}+\ldots+(2 n-1) x^{n-1}=\sum_{k=1}^{n}(2 k-1) x^{k-1}= \\
& =2 \sum_{k=1}^{n} k x^{k-1}-\sum_{k=1}^{n} x^{k-1}=\frac{2 n x^{n}(x-1)-(x+1)\left(x^{n}-1\right)}{(x-1)^{2}} .
\end{aligned}
$$

For computing the first of the sums put in the deduced formula $x=\frac{1}{2}$. We then have

$$
1+\frac{3}{2}+\frac{5}{4}+\frac{7}{8}+\ldots+\frac{2 n-1}{2^{n-1}}=\frac{1}{2^{n-1}}\left\{3\left(2^{n}-1\right)-2 n\right\} .
$$

And putting $x=-\frac{1}{2}$, we find
$1-\frac{3}{2}+\frac{5}{4}-\frac{7}{8}+\ldots+(-1)^{n-1} \frac{2 n-1}{2^{n-1}}=\frac{2^{n}+(-1)^{n+1}(6 n+1)}{9 \cdot 2^{n-1}}$.
35. $1^{\circ}$ First assume that $n$ is even. Put $n=2 m$. Then $1-2+3-4+\ldots+(-1)^{n-1} n=$

$$
\begin{aligned}
& =1-2+3-4+\ldots+(2 m-1)-2 m=(1+3+\ldots+ \\
& \quad+2 m-1)-(2+4+\ldots+2 m)=-n=-\frac{n}{2} .
\end{aligned}
$$

Now let $n$ be odd and put $n=2 m-1$. Then our sum takes the form
$[1-2+3-4+\ldots-(2 m-2)]+(2 m-1)=$

$$
=-(m-1)+2 m-1=m=\frac{n+1}{2}
$$

Thus, if we put

$$
1-2+3-4+\ldots+(-1)^{n-1} n=S
$$

then

$$
S=-\frac{n}{2} \text { if } n \text { is even, } S=\frac{n+1}{2} \text { if } n \text { is odd. }
$$

However, this result can be obtained in a simpler way. Indeed, if $n$ is even, we have

$$
\begin{aligned}
S=[1-2]+[3-4]+[5-6]+\cdots+ & {[(2 m-1)-2 m]=} \\
& =-1 \cdot m=-m=-\frac{n}{2} .
\end{aligned}
$$

Hence we also get the result for odd $n$.
$2^{\circ}$ First assume that $n$ is even and put $n=2 m$. We have

$$
\begin{aligned}
& 1^{2}-2^{2}+3^{2}-\ldots+(-1)^{n-1} n^{2}=\left(1^{2}-2^{2}\right)+ \\
& +\left(3^{2}-4^{2}\right)+\ldots+\left[(2 m-1)^{2}-(2 m)^{2}\right]=-(1+2)- \\
& -(3+4)-\ldots-(2 m-1+2 m)=-[1+2+3+4+\ldots+ \\
& \quad+2 m-1+2 m]=-\frac{(2 m+1) 2 m}{2}=-\frac{n(n+1)}{2} .
\end{aligned}
$$

Thus, if $n$ is even, then

$$
1^{2}-2^{2}+3^{2}-\ldots+(-1)^{n-1} n^{2}=-\frac{n(n+1)}{1 \cdot 2} .
$$

If $n=2 m+1$ is odd, then

$$
\begin{aligned}
& 1^{2}-2^{2}+3^{2}-\ldots+(-1)^{n-1} n^{2}=1^{2}-2^{2}+3^{2}-4^{2}-\ldots- \\
& -(2 m)^{2}+(2 m+1)^{2}=\frac{-2 m(2 m+1)}{2}+(2 m+1)^{2}= \\
& =n^{2}-\frac{n(n-1)}{2}=\frac{n(n+1)}{1 \cdot 2} .
\end{aligned}
$$

$3^{\circ}$ The required sum is equal to $-8 n^{2}$. The result is obtained as in the previous case.
$4^{\circ}$ Rewrite the required sum as

$$
\sum_{k=1}^{n}\left(k^{3}+k^{2}\right)=\sum_{k=1}^{n} k^{3}+\sum_{k=1}^{n} k^{2}=\frac{n(n+1)\left(3 n^{2}+7 n+2!\right.}{12}
$$

(see Problem 25).
36. The considered sum may be rewritten as

$$
\frac{10-1}{9}+\frac{10^{2}-1}{9}+\frac{10^{3}-1}{9}+\ldots+\frac{10^{n}-1}{9},
$$

wherefrom we easily find its value

$$
\frac{1}{9}\left\{10 \frac{10 n-1}{9}-n\right\} .
$$

37. Consider the first bracketed expression on the right and rewrite it in the following way
$2 x^{2 n+1}-2 x^{2 n-1} y^{2}+2 x^{2 n-3} y^{4}-\cdots \pm 2 x y^{2 n}-x^{2 n+1}=$

$$
=2 x^{x^{2 n+2}+y^{2 n+2}} x^{2}+y^{2}-x^{2 n+1} .
$$

The second bracketed expression arises from the first one as a result of permutation of the letters $x$ and $y$, therefore it is equal to $2 y \frac{x^{2 n+2}+y^{2 n+2}}{x^{2}+y^{2}}-y^{2 n+1}$. Squaring both obtained expressions and adding the results, we easily prove the validity of the identity.
38. The required product is equal to

$$
\begin{aligned}
& \left(1 \cdot a+1 \cdot a^{2}+\ldots+1 \cdot a^{n-1}\right)+\left(a \cdot a^{2}+\ldots+a a^{n-1}\right)+ \\
& +\left(a^{2} a^{3}+\ldots+a^{2} \cdot a^{n-1}\right)+\ldots+a^{n-2} \cdot a^{n-1}= \\
& =a\left(1+a+\ldots+a^{n-2}\right)+a^{3}\left(1+a+\ldots+a^{n-3}\right)+ \\
& +a^{5}\left(1+a+\ldots+a^{n-4}\right)+\ldots+a^{2 n-5}(1+a)+a^{2 n-3}= \\
& =a^{a^{n-1}-1} \\
& a-1
\end{aligned}+a^{3} \frac{a^{n-2}-1}{a-1}+a^{5} \frac{a^{n-3}-1}{a-1}+\ldots+\quad \begin{array}{r}
+a^{2 n-5} \frac{a^{2}-1}{a-1}+a^{2 n-3} \frac{a-1}{a-1}=\frac{1}{a-1}\left\{\left(a^{n}+a^{n+1}+\right.\right. \\
\left.+a^{n+2}+\ldots+a^{2 n-3}+a^{2 n-2}\right)-\left(a+a^{3}+a^{5}+\ldots+a^{2 n-5}+\right. \\
\left.\left.\quad+a^{2 n-3}\right)\right\}=\frac{\left(a^{n}-1\right)\left(a^{n}-a\right)}{(a-1)\left(a^{2}-1\right)} .
\end{array}
$$

39. The sum on the left may be rewritten as follows $\left(\frac{1}{x^{n-1}}+\frac{2}{x^{n-2}}+\ldots+\frac{n-1}{x}\right)+\left[x^{n-1}+2 x^{n-2}+\ldots+(n-1) x\right]+n$.

The first bracketed expression is equal to

$$
\frac{1}{x^{n}}\left[x+2 x^{2}+\ldots+(n-1) x^{n-1}\right]=\frac{x\left[(n-1) x^{n}-n x^{n-1}+1\right]}{x^{n}(x-1)^{2}}
$$

(see Problem 22).
The second bracketed expression is obtained from the first one by replacing $x$ by $\frac{1}{x}$. Hence, we get the required result.
40. $1^{\circ}$ We have

$$
\begin{gathered}
\frac{1}{1 \cdot 2}=1-\frac{1}{2}, \\
\frac{1}{2 \cdot 3}=\frac{1}{2}-\frac{1}{3}, \\
\frac{1}{3 \cdot 4}=\frac{1}{3}-\frac{1}{4} \\
\cdots \cdots \cdot \\
\frac{1}{n(n+1)}=\frac{1}{n}-\frac{1}{n+1} .
\end{gathered}
$$

Adding the right and left members, we get the required result.
$2^{\circ}$ The required sum may be rewritten in the following way

$$
s=\sum_{k=1}^{n} \frac{1}{k(k+1)(k+2)} .
$$

But $\frac{1}{k(k+1)(k+2)}=\frac{1}{2} \cdot \frac{1}{k}-\frac{1}{k+1}+\frac{1}{2} \cdot \frac{1}{k+2}$.
Therefore

$$
\begin{aligned}
s & =\frac{1}{2}\left(1+\frac{1}{2}+\ldots+\frac{1}{n}\right)+\frac{1}{2}\left(\frac{1}{3}+\frac{1}{4}+\ldots+\frac{1}{n+1}+\frac{1}{n+2}\right)- \\
& -\left(\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n}+\frac{1}{n+1}\right)=\frac{1}{2}\left(1+\frac{1}{2}\right)+ \\
& +\left(\frac{1}{3}+\frac{1}{4}+\ldots+\frac{1}{n}\right)+\frac{1}{2}\left(\frac{1}{n+1}+\frac{1}{n+2}\right)-\frac{1}{2}-\frac{1}{n+1}- \\
& -\left(\frac{1}{3}+\frac{1}{4}+\ldots+\frac{1}{n}\right)=\frac{1}{4}+\frac{1}{2} \frac{1}{n+2}-\frac{1}{2} \frac{1}{n+1}= \\
& =\frac{1}{2}\left(\frac{1}{2}-\frac{1}{(n+1)(n+2)}\right) .
\end{aligned}
$$

$3^{\circ}$ Solved as the preceding problem.
41. The sum is equal to

$$
S=\sum_{k=1}^{n} \frac{k^{4}}{4 k^{2}-1} .
$$

Hence

$$
\begin{aligned}
& 16 S=\sum_{k=1}^{n} \frac{16 k^{4}-1+1}{4 k^{2}-1}=\sum_{k=1}^{n}\left(4 k^{2}+1\right)+\frac{1}{2} \sum_{k=1}^{n} \frac{(2 k+1)-(2 k-1)}{(2 k-1)(2 k+1)} . \\
& 16 S=4 \frac{n(n+1)(2 n+1)}{6}+n+\frac{1}{2} \sum_{k=1}^{n}\left(\frac{1}{2 k-1}-\frac{1}{2 k+1}\right), \\
& 16 S=\frac{2 n(n+1)(2 n+1)}{3}+n+\frac{1}{2}\left\{1-\frac{1}{3}+\frac{1}{3}-\frac{1}{5}+\frac{1}{5}+\ldots+.\right. \\
& \left.\quad \quad+\frac{1}{2 n-1}-\frac{1}{2 n+1}\right\}, \\
& 16 S=\frac{2 n(n+1)(2 n+1)}{3}+n+\frac{n}{2 n+1} .
\end{aligned}
$$

Finally

$$
16 S=\frac{m\left(m^{2}+2\right)}{6}-\frac{1}{2 m},
$$

where $m=2 n+1$.
42. We have

$$
\begin{aligned}
& \frac{1}{a_{1} a_{n}}=\frac{1}{a_{1}+a_{n}} \cdot \frac{a_{1}+a_{n}}{a_{1} a_{n}}=\frac{1}{a_{1}+a_{n}}\left(\frac{1}{a_{n}}+\frac{1}{a_{1}}\right), \\
& \frac{1}{a_{2} a_{n-1}}=\frac{1}{a_{2}+a_{n-1}} \frac{a_{2}+a_{n-1}}{a_{2} a_{n-1}}-\frac{1}{a_{2}+a_{n-1}}\left(\frac{1}{a_{2}}+\frac{1}{a_{n-1}}\right), \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& \frac{1}{a_{n} a_{1}}=\frac{1}{a_{1}+a_{n}} \frac{a_{1}+a_{n}}{a_{1} a_{n}}=\frac{1}{a_{1}+a_{n}}\left(\frac{1}{a_{1}}+\frac{1}{a_{n}}\right) .
\end{aligned}
$$

But

$$
a_{1}+a_{n}=a_{2}+a_{n-1}=a_{3}+a_{n-2}=\ldots
$$

Therefore, adding our equalities termwise, we find
$\frac{1}{a_{1} a_{n}}+\frac{1}{a_{2} a_{n-1}}+\ldots+\frac{1}{a_{n} a_{1}}=\frac{2}{a_{1}+a_{n}}\left(\frac{1}{a_{1}}+\frac{1}{a_{2}}+\ldots+\frac{1}{a_{n}}\right)$.
43. $1^{\circ}$ It is obvious that the following identity takes place

$$
\frac{1}{(n+k-1)!}-\frac{1}{(n+k)!}=\frac{n+k-1}{(n+k)!}
$$

Putting $k=1,2, \ldots, p+1$ and adding the obtained equalities termwise, we prove that

$$
\frac{n}{(n+1)!}+\frac{n+1}{(n+2)!}+\ldots+\frac{n+p}{(n+p+1)!}=\frac{1}{n!}-\frac{1}{(n+p+1)!} .
$$

## $2^{\circ}$ We have

$$
\begin{aligned}
& \frac{n}{(n+1)!}+\frac{n}{(n+2)!}+\ldots+\frac{n}{(n+p+1)!}<\frac{n}{(n+1)!}+ \\
& \quad \quad+\frac{n+1}{(n+2)!}+\ldots+\frac{n+p}{(n+p+1)!}=\frac{1}{n!}-\frac{1}{(n+p+1)!}
\end{aligned}
$$

$\left(\right.$ see $\left.1^{\circ}\right)$.
Therefore
$\frac{1}{(n+1)!}+\frac{1}{(n+2)!}+\ldots+\frac{1}{(n+p+1)!}<\frac{1}{n}\left\{\frac{1}{n!}-\frac{1}{(n+p+1)!}\right\}$
44. The following identity holds true

$$
\frac{1}{z-1}-\frac{1}{z+1}=\frac{2}{z^{2}-1} .
$$

In our case we have

$$
\begin{align*}
& \frac{1}{x-1}-\frac{1}{x+1}=\frac{2}{x^{2}-1},  \tag{1}\\
& \frac{1}{x^{2}-1}-\frac{1}{x^{2}+1}=\frac{2}{x^{4}-1},  \tag{2}\\
& \frac{1}{x^{4}-1}-\frac{1}{x^{4}+1}=\frac{2}{x^{8}-1},  \tag{3}\\
& \cdots \ldots . \cdot \ldots . .  \tag{n+1}\\
& \frac{1}{x^{2}-1}-\frac{1}{x^{2}+1}=\frac{2}{x^{2^{n+1}}-1} .
\end{align*}
$$

Multiply both members of equality (1) by 1 , of equality (2) by 2 , of equality (3) by $2^{2}$ and so forth, finally, multiply both members of the equality $\cdot(n+1)$ by $2^{n}$. Adding the obtained results, we find

$$
\frac{1}{x+1}+\frac{2}{x^{2}+1}+\ldots+\frac{2^{n}}{x^{2^{n}}+1}=\frac{1}{x-1}-\frac{2^{n+1}}{x^{2^{n+1}}-1} .
$$

45. We have

$$
\begin{aligned}
& \frac{n+p+1}{n-p+1} \sum_{k=1}^{n-p} \frac{n-p-k+1}{(p+k)(n-k+1)}= \\
& \quad=\frac{1}{n-p+1} \sum_{k=1}^{n-p}\left(\frac{1}{p+k}+\frac{1}{n-k+1}\right)(n-p-k+1)= \\
& \quad=\frac{1}{n-p+1} \sum_{k=1}^{n-p}\left(\frac{n+1}{p+k}-\frac{p}{n-k+1}\right)= \\
& \quad=\frac{1}{n-p+1}\left[(n+1)\left(\frac{1}{p+1}+\frac{1}{p+2}+\ldots+\frac{1}{n}\right)-\right. \\
& \left.\quad-p\left(\frac{1}{n}+\frac{1}{n-1}+\ldots+\frac{1}{p+1}\right)\right]= \\
& \quad=\frac{1}{n-p+1}\left(\frac{1}{p+1}+\ldots+\frac{1}{n}\right)(n+1-p)= \\
& \quad=\frac{1}{p+1}+\ldots+\frac{1}{n}=\left(1+\frac{1}{2}+\ldots+\frac{1}{n}\right)- \\
& \quad-\left(1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{p}\right)=S_{n}-S_{p}
\end{aligned}
$$

46. We have

$$
\begin{gathered}
S_{n}^{\prime}=\frac{n+1}{2}-\left\{\frac{1}{n(n-1)}+\frac{2}{(n-1)(n-2)}+\ldots+\frac{n-2}{2 \cdot 3}\right\}= \\
=\frac{n+1}{2}-\sum_{k=1}^{n-2} \frac{k}{(n-k+1)(n-k)}= \\
=\frac{n+1}{2}+\sum_{k=1}^{n-2} \frac{-k}{(n-k+1)(n-k)} .
\end{gathered}
$$

Let us expand the fraction $\frac{-k}{(n-k+1)(n-k)}$ into two partial fractions. Namely, let us put

$$
\begin{gathered}
\frac{-k}{(n-k+1)(n-k)}=\frac{A}{n-k+1}+\frac{B}{n-k}, \\
-k=A(n-k)+B(n-k+1) .
\end{gathered}
$$

Hence, putting first $k=n$ and then $k=n+1$, we find

$$
A=n+1, \quad B=-n
$$

Therefore

$$
\begin{gathered}
S=\frac{n+1}{2}+(n+1) \sum_{k=1}^{n-2} \frac{1}{n-k+1}-n \sum_{k=1}^{n-2} \frac{1}{n-k}= \\
= \\
\quad \frac{n+1}{2}+(n+1)\left(\frac{1}{n}+\frac{1}{n-1}+\ldots+\frac{1}{3}\right)- \\
\quad-n\left(\frac{1}{n-1}+\frac{1}{n-2}+\ldots+\frac{1}{2}\right)= \\
= \\
\quad \frac{n+1}{2}+n\left(\frac{1}{n}+\frac{1}{n-1}+\ldots+\frac{1}{3}\right)+ \\
\quad+\left(\frac{1}{n}+\frac{1}{n-1}+\ldots+\frac{1}{3}\right)- \\
-n\left[\left(\frac{1}{n}+\frac{1}{n-1}+\ldots+\frac{1}{3}\right)-\frac{1}{n}+\frac{1}{2}\right]= \\
=
\end{gathered} \begin{aligned}
& \frac{n+1}{2}+\left(\frac{1}{n}+\frac{1}{n-1}+\ldots+\frac{1}{3}\right)+1-\frac{n}{2}= \\
& =1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n} .
\end{aligned}
$$

47. Let the $n$th term of the required progression be $a_{n}$, its common difference being equal to $d$. Then

$$
\begin{aligned}
S_{x} & =\frac{a_{1}+a_{x}}{2} \cdot x \\
S_{k x} & =\frac{a_{1}+a_{k x}}{2} k x
\end{aligned}
$$

Hence

$$
\frac{S_{k x}}{S_{x}}=\frac{a_{1}+a_{k x}}{a_{1}+a_{x}} \cdot k=\frac{2 a_{1}+d(k x-1)}{2 a_{1}+d(x-1)} k=\frac{2 a_{1}-d+k x d}{2 a_{1}-d+d x} \cdot k .
$$

For the last relation to have a value independent of $x$ it is necessary and sufficient that

$$
2 a_{1}-d=0
$$

i.e. the common difference of the required progression must equal the doubled first term.
48. We can prove the following proposition

$$
a_{k}+a_{l}=a_{k^{\prime}}+a_{l^{\prime}}
$$

if $k+l=k^{\prime}+l^{\prime}$.

Indeed

$$
\begin{aligned}
u_{k} & =a_{1}+(k-1) d, & a_{l} & =a_{1}+(l-1) d, \\
a_{k^{\prime}} & =a_{1}+\left(k^{\prime}-1\right) d, & a_{l^{\prime}} & =a_{1}+\left(l^{\prime}-1\right) d .
\end{aligned}
$$

Hence

$$
\begin{aligned}
a_{k}+a_{l} & =2 a_{1}+(k+l-2) d, \\
a_{k^{\prime}}+a_{l^{\prime}} & =2 a_{1}+\left(k^{\prime}+l^{\prime}-2\right) d .
\end{aligned}
$$

But since by hypothesis

$$
k+l=k^{\prime}+l^{\prime}
$$

it follows from the last equalities that

$$
a_{k}+a_{l}=a_{k^{\prime}}+a_{l^{\prime}}
$$

And so we have

$$
a_{i}+a_{i+2}=a_{i+1}+a_{i+1}=2 a_{i+1} .
$$

The given sum is therefore transformed as follows

$$
S=\sum_{i=1}^{n} \frac{a_{i} a_{i+1} a_{i+2}}{a_{i}+a_{i+2}}=\frac{1}{2} \sum_{i=1}^{n} a_{i} a_{i+2} .
$$

But

$$
a_{i}=a_{i+1}-d, \quad a_{i+2}=a_{i+1}+d,
$$

therefore

$$
\begin{aligned}
S= & \frac{1}{2} \sum_{i=1}^{n}\left(a_{i+1}^{2}-d^{2}\right)=\frac{1}{2} \sum_{i=1}^{n}\left[a_{1}^{2}+2 a_{1} d i+\left(i^{2}-1\right) d^{2}\right]= \\
= & \frac{1}{2}\left\{a_{1}^{2} n+2 a_{1} d \frac{n(n+1)}{2}-n d^{2}+\frac{n(n+1)(2 n+1)}{6} d^{2}\right\}= \\
& =\frac{1}{2} n\left\{a_{1}^{2}+a_{1} d(n+1)+\frac{(n-1)(2 n+5)}{6} d^{2}\right\} .
\end{aligned}
$$

49. As is known
$\tan (\alpha+k \beta)-\tan [\alpha+(k-1) \beta]=\frac{\sin \beta}{\cos (\alpha+k \beta) \cos [\alpha+(k-1) \bar{\beta}]}$.

Therefore

$$
\begin{aligned}
& \sum_{k=1}^{n} \frac{1}{\cos (\alpha+k \beta) \cos [\alpha+(k-1) \beta]}= \\
& =\frac{1}{\sin \beta} \sum_{k=1}^{n}\{\tan (\alpha+k \beta)-\tan [\alpha+(k-1) \beta]\}= \\
& =\frac{1}{\sin \beta}\{\tan (\alpha+\beta)-\tan \alpha+\tan (\alpha+2 \beta)-\tan (\alpha+\beta)+\ldots+ \\
& \quad+\tan (\alpha+n \beta)-\tan (\alpha+(n-1) \beta)\}=\frac{\tan (\alpha+n \beta)-\tan \alpha}{\sin \beta} .
\end{aligned}
$$

50. We have

$$
\begin{aligned}
2 \cot 2 \alpha-\cot \alpha & =-\tan \alpha \\
2 \cot \alpha-\cot \frac{\alpha}{2} & =-\tan \frac{\alpha}{2} \\
2 \cot \frac{\alpha}{2}-\cot \frac{\alpha}{4} & =-\tan \frac{\alpha}{4}
\end{aligned}
$$

$$
2 \cot \frac{\alpha}{2^{n-2}}-\cot \frac{\alpha}{2^{n-1}}=-\tan \frac{\alpha}{2^{n-1}} .
$$

Multiplying these equalities in turn by $1, \frac{1}{2}, \frac{1}{4}, \ldots, \frac{1}{2^{n-1}}$ and adding termwise, we get the required result.
51. Consider the following formula $\cos [a+(k-2) h]-\cos [a+k h]=$

$$
=2 \sin h \sin [a+(k-1) h] .
$$

Putting $k=1,2,3, \ldots, n-1, n$, we find

$$
2 \sin h \sin a=\cos (a-h)-\cos (a+h)
$$

$$
2 \sin h \sin (a+h)=\cos a-\cos (a+2 h)
$$

$$
2 \sin h \sin (a+2 h)=\cos (a+h)-\cos (a+3 h)
$$

$2 \sin h \sin [a+(n-2) h]=$

$$
=\cos [a+(n-3) h]-\cos [a+(n-1) h],
$$

$2 \sin h \sin [a+(n-1) h]=$

$$
=\cos [a+(n-2) h]-\cos [a+n h] .
$$

Adding these equalities term by term, we find $2 \sin h\{\sin a+\sin (a+h)+\sin (a+2 h)+\ldots+\sin [a+$ $+(n-1) h]\}=\cos a+\cos (a-h)-\cos (a+n h)-\cos [a+(n-$ -1) $h]=\{\cos a-\cos [a+(n-1) h]\}+$ $+\{\cos (a-h)-\cos (a+n h)\}=$
$=-2 \sin \frac{n-1}{2} h \sin \left(a+\frac{n-1}{2} h\right)+2 \sin \left(a+\frac{n-1}{2} h\right) \times$ $\times \sin \frac{n+1}{2} h=2 \sin \left(a+\frac{n-1}{2} h\right) \cdot 2 \sin \frac{n h}{2} \cos \frac{h}{2}$.
Hence
$\sin a+\sin (a+h)+\sin (a+2 h)+\ldots+\sin [a+(n-1) h]=$

$$
=\frac{\sin \left(a+\frac{n-1}{2} h\right) \sin \frac{n h}{2}}{\sin \frac{h}{2}}
$$

The second formula is obtained similarly. However, it can also be readily obtained from the above deduced formula by replacing $a$ by $\frac{\pi}{2}-a$.
52. Putting in the previous formulas $a=0, h=\frac{\pi}{n}$, we get

$$
S=\cot \frac{\pi}{2 n}, S^{\prime}=0
$$

53. Taking advantage of the results of Problem 51, we have

$$
\begin{aligned}
& \sin \alpha+\sin 3 a+\ldots+\sin [(2 n-1) \alpha]=\frac{\sin n \alpha \sin n \alpha}{\sin \alpha}, \\
& \cos \alpha+\cos 3 \alpha+\ldots+\cos [(2 n-1) \alpha]=\frac{\sin n \alpha \cos n \alpha}{\sin \alpha} .
\end{aligned}
$$

The rest is obvious.
54. The required sums can be computed, for instance, in the following way. Make up the sums $S_{n}^{\prime}$ and $S_{n}^{\prime \prime}$. It is easily seen that

$$
S_{n}^{\prime}+S_{n}^{\prime \prime}=2 n
$$

On the other hand,

$$
S_{n}^{\prime}-S_{n}^{\prime \prime}=\cos 2 x+\cos 4 x+\ldots+\cos 4 n x
$$

Using the second formula from Problem 51, we find $\cos 2 x+\cos 4 x+\ldots+\cos 4 n x=\frac{\sin 2 n x \cos (2 n+1) x}{\sin x}$. And so

$$
\begin{gathered}
S_{n}^{\prime}-S_{n}^{\prime \prime}=\frac{\sin 2 n x \cos (2 n+1) x}{\sin x} \\
S_{n}^{\prime}+S_{n}^{\prime \prime}=2 n .
\end{gathered}
$$

Hence

$$
\begin{aligned}
& S_{n}^{\prime}=n+\frac{\sin 2 n x \cos (2 n+1) x}{2 \sin x}, \\
& S_{n}^{\prime \prime}=n-\frac{\sin 2 n x \cos (2 n+1) x}{2 \sin x} .
\end{aligned}
$$

55. Let us make use of the formula

$$
\sin A \sin B=\frac{1}{2}[\cos (A-B)-\cos (A+B)] .
$$

We then have

$$
\begin{aligned}
S=\sum_{i=1}^{p} \sin \frac{m \pi i}{p+1} \cdot & \sin \frac{n \pi i}{p+1}= \\
& =\frac{1}{2} \sum_{i=1}^{p} \cos \frac{(m-n) \pi i}{p+1}-\frac{1}{2} \sum_{i=1}^{p} \cos \frac{(m+n) \pi i}{p+1}
\end{aligned}
$$

But if $m+n$ is divisible by $2(p+1)$, then $\cos \frac{(m+n) \pi i}{p+1}=$ $=1$ and

$$
S=\frac{1}{2} \sum_{i=1}^{p} \cos \frac{(m-n) \pi i}{p+1}-\frac{1}{2} p .
$$

Using formula $2^{\circ}$ from Problem 51, we easily find

$$
\sum_{i=1}^{p} \cos \frac{(m-n) \pi i}{p+1}==-1
$$

Hence

$$
S=-\frac{p+1}{2} .
$$

All the remaining cases are proved analogously.

## 56. We have

$\arctan (k+1) x+\arctan (-k x)=$

$$
=\arctan \frac{k x+x-k x}{1-(k+1) x(-k x)}=\arctan \frac{x}{1+k(k+1) x^{2}},
$$

since $(k+1) x(-k x)<1$ (see Problem 25, Sec. 3).
Hence

$$
\begin{aligned}
\arctan 2 x-\arctan x & =\arctan \frac{x}{1+1 \cdot 2 x^{2}} \\
\arctan 3 x-\arctan 2 x & =\arctan \frac{x}{1+2 \cdot 3 x^{2}},
\end{aligned}
$$

$$
\arctan (n+1) x-\arctan n x=\arctan \frac{x}{1+n(n+1) x^{2}}
$$

Adding these equalities termwise, we find that the required sum is equal to

$$
\arctan (n+1) x-\arctan x=\arctan \frac{n x}{1+(n+1) x^{2}}
$$

57. It is obvious that
$\arctan a_{k}+\arctan \left(-a_{k-1}\right)=\arctan \frac{a_{k}-a_{k-1}}{1+a_{k} a_{k-1}}=$

$$
=\arctan \frac{r}{1+a_{k} a_{k-1}} .
$$

Now we find easily that our sum is equal to

$$
\arctan \frac{a_{n+1}-a_{1}}{1+a_{1} a_{n+1}} .
$$

58. Put

$$
1+k^{2}+k^{4}=-x y, \quad x+y=2 k
$$

(This is done to use the formula

$$
\left.\arctan \frac{x+y}{1-x y}=\arctan x+\arctan y \text { if } x y<1 .\right)
$$

Then
$\arctan \frac{2 k}{2+k^{2}+k^{4}}=\arctan \left(k^{2}+k+1\right)-\arctan \left(k^{2}-k+1\right)$,
therefore

$$
\begin{aligned}
& \sum_{k=1}^{n} \arctan \frac{2 k}{2+k^{2}+k^{4}}=\arctan 3-\arctan 1+\arctan 7- \\
& \begin{aligned}
-\arctan 3+\ldots+\arctan \left(n^{2}+n\right. & +1)-\arctan \left(n^{2}-n+1\right)= \\
& =\arctan \left(n^{2}+n+1\right)-\frac{\pi}{4} .
\end{aligned}
\end{aligned}
$$

59. Let $k$ be one of the numbers $1,2, \ldots, n-1$. Multiply the first equation by $\sin k \frac{\pi}{n}$, the second by $\sin k \frac{2 \pi}{n}$, the third by $\sin k \frac{3 \pi}{n}$ and, finally, the last one by $\sin k \frac{(n-1) \pi}{n}$. Adding the obtained products termwise, we find

$$
\begin{array}{r}
A_{1} x_{1}+A_{2} x_{2}+\ldots+A_{n-1} x_{n-1}=a_{1} \sin k \frac{\pi}{n}+a_{2} \sin k \frac{2 \pi}{n}+\ldots+ \\
+\quad+a_{n-1} \sin k \frac{(n-1) \pi}{n} .
\end{array}
$$

And

$$
\begin{aligned}
A_{l}=\sin l \frac{\pi}{n} \sin k \frac{\pi}{n}+ & \sin l \frac{2 \pi}{n} \sin k \frac{2 \pi}{n}+\sin l \frac{3 \pi}{n} \sin k \frac{3 \pi}{n}+ \\
& +\ldots+\sin l \frac{(n-1) \pi}{n} \cdot \sin k \frac{(n-1) \pi}{n}
\end{aligned}
$$

Taking advantage of formula $2^{\circ}$ of Problem 51, let us prove that

$$
\begin{array}{lll}
A_{l}=0 & \text { if } & l \neq k, \\
A_{l}=\frac{n}{2} & \text { if } & l=k .
\end{array}
$$

Hence

$$
\begin{gathered}
x_{k}=\frac{2}{n}\left(a_{1} \sin k \frac{\pi}{n}+a_{2} \cos k \frac{2 \pi}{n}+\ldots+a_{n-1} \sin k \frac{(n-1) \pi}{n}\right) \\
(k=1,2,3, \ldots, n-1) .
\end{gathered}
$$

## SOLUTIONS TO SECTION 8

1. We have
$\frac{1}{2 n}=\frac{1}{2 n}, \quad \frac{1}{2 n-1}>\frac{1}{2 n}, \ldots, \frac{1}{n+2}>\frac{1}{2 n}, \frac{1}{n+1}>\frac{1}{2 n}$.
Adding these inequalities termwise, we find
$\frac{1}{n+1}+\frac{1}{n+2}+\ldots+\frac{1}{2 n}>\frac{1}{2 n}+\frac{1}{2 n}+\ldots+\frac{1}{2 n}=\frac{n}{2 n}=\frac{1}{2}$.
2. It is obvious that

$$
\frac{1}{(n+k+1)(n+k)}<\frac{1}{(n+k)^{2}}<\frac{1}{(n+k-1)(n+k)} .
$$

But

$$
\begin{aligned}
& \frac{1}{(n+k+1)(n+k)}=\frac{1}{n+k}-\frac{1}{n+k+1}, \\
& \frac{1}{(n+k-1)(n+k)}=\frac{1}{n+k-1}-\frac{1}{n+k},
\end{aligned}
$$

therefore

$$
\frac{1}{n+k}-\frac{1}{n+k+1}<\frac{1}{(n+k)^{2}}<\frac{1}{n+k-1}-\frac{1}{n+k} .
$$

Summing these inequalities (from $k=1$ to $k=p$ ), we get the required relation.
3. Let us have $n$ fractions ( $n \geqslant 1$ )

$$
\frac{1}{a}, \frac{1}{b}, \frac{1}{c}, \frac{1}{d}, \ldots, \frac{1}{k}, \frac{1}{l} .
$$

Let us assume

$$
2 \leqslant a<b<c<d<\ldots<k<l .
$$

Then

$$
b \geqslant a+1, \quad c \geqslant b+1, \quad d \geqslant c+1, \quad \ldots, l \geqslant k+1 .
$$

Consequently

$$
b \geqslant a+1, \quad c \geqslant a+2, \quad d \geqslant a+3, \quad . \quad ., \quad l \geqslant a+n-1 .
$$

Therefore

$$
\begin{aligned}
\frac{1}{a^{2}}+\frac{1}{b^{2}}+\ldots+\frac{1}{l^{2}} \leqslant \frac{1}{a^{2}} & +\frac{1}{(a+1)^{2}}+\ldots+ \\
& +\frac{1}{(a+n-1)^{2}}<\frac{1}{a-1}-\frac{1}{a+n-1} .
\end{aligned}
$$

Hence

$$
\frac{1}{a^{2}}+\frac{1}{b^{2}}+\ldots+\frac{1}{l^{2}}<\frac{n}{(a-1)(a+n-1)} .
$$

But
$a-1 \geqslant 1, \quad a+n-1 \geqslant n+1, \quad(a-1)(a+n-1) \geqslant n+1$
and

$$
\frac{1}{a^{2}}+\frac{1}{b^{2}}+\ldots+\frac{1}{l^{2}} \leqslant \frac{n}{n+1}<1 .
$$

4. Indeed

But

$$
(n!)^{2}=(1 \cdot n) \cdot(2(n-1)) \ldots(n \cdot 1)
$$

since

$$
k(n-k+1) \geqslant n,
$$

$$
k(n-k+1)-n=(n-k)(k-1) \geqslant 0
$$

Therefore

$$
\begin{aligned}
1 \cdot n & =n, \\
2 \cdot(n-1) & \geqslant n, \\
3 \cdot(n-2) & \geqslant n, \\
\cdots \cdot \cdot & \cdots
\end{aligned}
$$

Hence

$$
(n!)^{2} \geqslant n^{n} \text { and } \sqrt[n]{n!} \geqslant \sqrt{n}
$$

5. Since

$$
a<V \bar{A}<a+1
$$

we have

$$
\sqrt{A}+a<2 a+1, \quad \frac{V \bar{A}+a}{2 a+1}<1, \quad V \bar{A}-a>0 .
$$

Hence

$$
\begin{gathered}
\frac{(\sqrt{A}+a)(\sqrt{A}-a)}{2 a+1}<\sqrt{A}-a, \\
\frac{A-a^{2}}{2 a+1}<\sqrt{A}-a, \quad V^{\prime} \bar{A}>a+\frac{A-a^{2}}{2 a+1} .
\end{gathered}
$$

Let us now prove the second inequality. For any $x$ there exists the following inequality

$$
x(1-x)=x-x^{2} \leqslant \frac{1}{4}
$$

Indeed, we have

$$
x-x^{2}-\frac{1}{4}=-\left(x-\frac{1}{2}\right)^{2} \leqslant 0
$$

It is obvious that we have an equality only at $x=\frac{1}{2}$. Since it is possible to assume that $\sqrt{A}-a \neq \frac{1}{2}$, we have

$$
\begin{gathered}
{[1-(\sqrt{A}-a)](\sqrt{A}-a)<\frac{1}{4}} \\
1-(\sqrt{A}-a)<\frac{1}{4(\sqrt{\bar{A}}-a)} \\
(2 a+1)-(\sqrt{A}+a)<\frac{1}{4(\sqrt{\bar{A}}-a)}
\end{gathered}
$$

Multiplying both members of this inequality by $\sqrt{A}-a>$ $>0$, we find

$$
(2 a+1)(\sqrt{A}-a)-\left(A-a^{2}\right)<\frac{1}{4} .
$$

Whence finally

$$
\sqrt{A}<a+\frac{A-a^{2}}{2 a+1}+\frac{1}{4(2 a+1)} .
$$

6. We have

$$
\frac{1}{\sqrt{n}}>2 \sqrt{n+1}-2 \sqrt{n}
$$

since

$$
\sqrt{n+1}-\sqrt{n}=\frac{1}{\sqrt{n+1}+\sqrt{n}}<-\frac{1}{2 \sqrt{n}}
$$

Consequently,

$$
\begin{aligned}
1>2 \sqrt{2}-2, \\
\frac{1}{\sqrt{2}}>2 \sqrt{3}-2 V \overline{2}, \\
\frac{1}{\sqrt{\overline{3}}}>2 \sqrt{4}-2 \sqrt{3}, \\
\cdots \cdots \cdots \cdots \cdots \\
\frac{1}{\sqrt{n}}>2 \sqrt{n+1}-2 \sqrt{n} .
\end{aligned}
$$

Adding these inequalities, we obtain the required result.
7. Put

$$
A=\frac{1}{4^{s}} C_{2 s}^{s}=\frac{1}{2} \cdot \frac{3}{4} \cdot \frac{5}{6} \ldots \frac{2 s-1}{2 s} .
$$

Then

$$
A<\frac{2}{3} \cdot \frac{4}{5} \cdots \frac{2 s}{2 s+1}=\frac{2}{1} \cdot \frac{4}{3} \cdot \frac{6}{5} \cdots \frac{2 s}{2 s-1} \frac{1}{2 s+1},
$$

i.e.

$$
A<\frac{1}{A} \cdot \frac{1}{2 s+1}
$$

Hence

$$
A^{2}<\frac{1}{2 s+1}, \quad A<\frac{1}{\sqrt{2 s+1}}
$$

But, on the other hand,

$$
\begin{aligned}
A & >\frac{1}{2} \cdot \frac{2}{3} \cdot \frac{4}{5} \ldots \frac{2 s-2}{2 s-1}, \\
A & =\frac{1}{2} \cdot \frac{3}{4} \cdot \frac{5}{6} \ldots \frac{2 s-1}{2 s} .
\end{aligned}
$$

Multiplying these relationships, we find

$$
A>\frac{1}{2 \sqrt{s}} .
$$

8. Since

$$
\tan \theta=\frac{2 \tan \frac{\theta}{2}}{1-\tan ^{2} \frac{\theta}{2}}
$$

we have

$$
\cot \theta=\frac{1-\frac{1}{\cot ^{2} \frac{\theta}{2}}}{2 \frac{1}{\cot \frac{\theta}{2}}}=\frac{\cot ^{2} \frac{\theta}{2}-1}{2 \cot \frac{\theta}{2}} .
$$

Consequently

$$
\begin{aligned}
& 1+\cot \theta-\cot \frac{\theta}{2}=1+\frac{\cot ^{2} \frac{\theta}{2}-1}{2 \cot \frac{\theta}{2}}-\cot \frac{\theta}{2}= \\
& \quad=\frac{-1}{2 \cot \frac{\theta}{2}}\left\{\cot ^{2} \frac{\theta}{2}-2 \cot \frac{\theta}{2}+1\right\}=-\frac{\left(1-\cot \frac{\theta}{2}\right)^{2}}{2 \cot \frac{\theta}{2}} \leqslant 0
\end{aligned}
$$

since

$$
\cot \frac{\theta}{2}>0(0<\theta<\pi)
$$

9. We have
$\tan (A+B)=\frac{\tan A+\tan B}{1-\tan A \tan B}=\tan (\pi-C)=-\tan C>0$,
since $C$ is an obtuse angle.
And so

$$
\frac{\tan A+\tan B}{1-\tan A \tan B}>0
$$

But since $A$ and $B$ are less than $\frac{\pi}{2}$, it follows that $\tan A+\tan B>0$, and hence

$$
1-\tan A \tan B>0, \quad \tan A \tan B<1
$$

10. Indeed

$$
\tan (\theta-\varphi)=\frac{\tan \theta-\tan \varphi}{1+\tan \theta \tan \varphi}=\frac{(n-1) \tan \varphi}{1+n \tan ^{2} \varphi} .
$$

Therefore
$\tan ^{2}(\theta-\varphi)=\frac{(n-1)^{2}}{(\cot \varphi+n \tan \varphi)^{2}}=\frac{(n-1)^{2}}{(\cot \varphi-n \tan \varphi)^{2}+4 n} \leqslant \frac{(n-1)^{2}}{4 n}$.
11. We have

$$
\cos 2 \gamma=\frac{1-\tan ^{2} \gamma}{1+\tan ^{2} \gamma}
$$

To prove that $\cos 2 \gamma \leqslant 0$, it is sufficient to prove that

But we have

$$
1-\tan ^{2} \gamma \leqslant 0
$$

$$
1-\tan ^{2} \gamma=\frac{\cos ^{2} \alpha \cos ^{2} \beta-(1+\sin \alpha \sin \beta)^{2}}{\cos ^{2} \alpha \cos ^{2} \beta}
$$

We only have to prove that

$$
\cos ^{2} \alpha \cos ^{2} \beta-(1+\sin \alpha \sin \beta)^{2} \leqslant 0
$$

But

$$
\begin{aligned}
\cos ^{2} \alpha \cos ^{2} \beta-(1+\sin \alpha \sin \beta)^{2} & = \\
=\left(1-\sin ^{2} \alpha\right)\left(1-\sin ^{2} \beta\right)- & (1+\sin \alpha \sin \beta)^{2}= \\
& =-(\sin \alpha+\sin \beta)^{2} \leqslant 0
\end{aligned}
$$

12. Let $m$ be the least and $M$ the greatest of the given fractions.

Then

$$
m \leqslant \frac{a_{i}}{b_{i}} \leqslant M \quad(i=1,2,3, \ldots, n) .
$$

Hence

$$
m b_{i} \leqslant a_{i} \leqslant M b_{i}
$$

Summing all these inequalities (from $i=1$ to $i=n$ ), we find

$$
m \sum b_{i} \leqslant \sum a_{i} \leqslant M \sum b_{i}
$$

And so indeed

$$
m \leqslant \frac{\sum a_{i}}{\sum b_{i}} \leqslant M
$$

13. We assume, of course, that all the quantities $a, b, \ldots$, $l$ are positive, and the principal value of the root is taken everywhere. Besides, $m, n, \ldots, p$ are positive integers. Let us take logarithms of our roots, i.e. consider the quantities

$$
\frac{\log a}{m}, \quad \frac{\log b}{n}, \ldots, \frac{\log l}{p} .
$$

Let $\mu$ be the least and $M$ the greatest of these fractions. On the basis of the results of Problem 12 we have

$$
\mu<\frac{\log a+\log b+\ldots+\log l}{m+n+\ldots+p}<M .
$$

Consequently

$$
\mu<\log ^{m+n+\ldots+p} \sqrt{a b \ldots l}<M
$$

wherefrom follows our proposition.
14. See Problem 12.
15. We have

$$
x^{\lambda}-y^{\lambda}-z^{\lambda}=y^{2}\left(x^{\lambda-2}-y^{\lambda-2}\right)+z^{2}\left(x^{\lambda-2}-z^{\lambda-2}\right),
$$

since

$$
x^{2}=y^{2}+z^{2} .
$$

From the same equality follow $x>y, x>z$. Therefore, if

$$
\lambda-2>0
$$

then

$$
x^{\lambda-2}-y^{\lambda-2}>0 \text { and } x^{\lambda-2}-z^{\lambda-2}>0
$$

and, consequently, for $\lambda>2$,

$$
x^{\lambda}-y^{\lambda}-z^{\lambda}>0, \text { i.e. } x^{\lambda}>y^{\lambda}+z^{\lambda} .
$$

We prove in the same way that

$$
x^{\lambda}<y^{\lambda}+z^{\lambda} \quad \text { if } \quad \lambda<2
$$

16. (See Problem 7, Sec. 1). It can be proved, for instance, in the following manner. If $a^{2}+b^{2}=1$, then, obviously, we can find an angle $\varphi$ such that

$$
a=\cos \varphi, \quad b=\sin \varphi
$$

Likewise we can find an angle $\varphi^{\prime}$ such that

$$
m=\cos \varphi^{\prime}, \quad n=\sin \varphi^{\prime}
$$

Then we have
$|a m+b n|=\left|\cos \varphi \cos \varphi^{\prime}+\sin \varphi \sin \varphi^{\prime}\right|=$

$$
=\left|\cos \left(\varphi-\varphi^{\prime}\right)\right| \leqslant 1
$$

17. We have

$$
\begin{aligned}
& a^{2} \geqslant \dot{a}^{2}-(b-c)^{2} \\
& b^{2} \geqslant b^{2}-(c-a)^{2} \\
& c^{2} \geqslant c^{2}-(a-b)^{2}
\end{aligned}
$$

Multiplying, we get
$a^{2} b^{2} c^{2} \geqslant(a+b-c)^{2}(a+c-b)^{2}(b+c-a)^{2}$.
Hence follows the required inequality.
18. It is known that if $A+B+C=\pi$, then

$$
\tan \frac{A}{2} \tan \frac{B}{2}+\tan \frac{A}{2} \tan \frac{C}{2}+\tan \frac{B}{2} \tan \frac{C}{2}=1
$$

(see Problem 40, $4^{\circ}$, Sec. 2).
Put

$$
\tan \frac{A}{2}=x, \quad \tan \frac{B}{2}=y, \quad \tan \frac{C}{2}=z .
$$

It only remains to prove that

$$
x^{2}+y^{2}+z^{2} \geqslant 1
$$

if

$$
x y+x z+y z=1
$$

But we have
$2\left(x^{2}+y^{2}+z^{2}\right)-2(x y+x z+y z)=$

$$
=(x-y)^{2}+(x-z)^{2}+(y-z)^{2} \geqslant 0 .
$$

Hence

$$
\begin{gathered}
2\left(x^{2}+y^{2}+z^{2}\right)-2 \leqslant 0, \\
x^{2}+y^{2}+z^{2} \geqslant 1 .
\end{gathered}
$$

19. We have

$$
\begin{gathered}
\sin \frac{A}{2}=\sqrt{\frac{(p-b)(p-c)}{b c}}, \quad \sin \frac{B}{2}=\sqrt{\frac{(p-a)(p-c)}{a c}}, \\
\sin \frac{C}{2}=\sqrt{\frac{(p-a)(p-b)}{a b}} .
\end{gathered}
$$

Consequently, it is sufficient to prove that

$$
\frac{(p-a)(p-b)(p-c)}{a b c} \leqslant \frac{1}{8} .
$$

But

$$
\begin{gathered}
p-a=\frac{a+b+c}{2}-a=\frac{b+c-a}{2}, p-b=\frac{a+c-b}{2}, \\
p-c=\frac{a+b-c}{2} .
\end{gathered}
$$

Therefore, we have to prove only the following

$$
\frac{(b+c-a)(a+c-b)(a+b-c)}{a b c} \leqslant 1
$$

provided $b+c-a>0, a+c-b>0$ and $a+b-c>0$ (see Problem 17). This inequality can be proved in a different way. Put

$$
\sin \frac{A}{2} \sin \frac{B}{2} \sin \frac{C}{2}=\xi ;
$$

then we have

$$
\xi=\frac{1}{2}\left(\cos \frac{A-B}{2}-\cos \frac{A+B}{2}\right) \cos \frac{A+B}{2} .
$$

Hence

$$
\cos ^{2} \frac{A+B}{2}-\cos \frac{A-B}{2} \cos \frac{A+B}{2}+2 \xi=0 .
$$

Consequently

$$
\cos \frac{A+B}{2}=\frac{\cos \frac{A-B}{2} \pm \sqrt{\cos ^{2} \frac{A-B}{2}-8 \xi}}{2}
$$

Since $\cos \frac{A+B}{2}$ and $\cos \frac{A-B}{2}$ are real, there must be

$$
\begin{gathered}
\cos ^{2} \frac{A-B}{2}-8 \xi \geqslant 0, \\
8 \xi \leqslant \cos ^{2} \frac{A-B}{2}, \quad 8 \xi \leqslant 1, \xi \leqslant \frac{1}{8} .
\end{gathered}
$$

20. $1^{\circ}$ We have the relationship (see Problem 40, $2^{\circ}$, Sec. 2)

$$
\cos A+\cos B+\cos C=1+4 \sin \frac{A}{2} \sin \frac{B}{2} \sin \frac{C}{2} .
$$

Using the result of the preceding problem, we get the required inequality.
$2^{\circ}$ Since there exists the following relationship

$$
\cos \frac{A}{2} \cos \frac{B}{2} \cos \frac{C}{2}=\frac{1}{4}(\sin A+\sin B+\sin C),
$$

the given problem represents a particular case of Problem 48 of this section.
21. It is sufficient to prove that

$$
(a+c)(b+d) \geqslant a b+c d+2 \sqrt{\overline{a b c d}}
$$

i.e. that

$$
c b+a d \geqslant 2 \sqrt{c b a d}
$$

But

$$
c b+a d-2 \sqrt{\overline{c b a d}}=(\sqrt{c b}-\sqrt{\overline{a d}})^{2} \geqslant 0 .
$$

22. We have

$$
a^{2}+b^{2}-2 a b=(a-b)^{2} \geqslant 0
$$

Hence

$$
\begin{gathered}
a^{2}-a b+b^{2} \geqslant a b, \\
a^{3}+b^{3} \geqslant a b(a+b) .
\end{gathered}
$$

Consequently

$$
3 a^{3}+3 b^{3} \geqslant 3 a^{2} b+3 a b^{2} .
$$

Add $a^{3}+b^{3}$ to both members of the last inequality.

We have

$$
4 a^{3}+4 b^{3} \geqslant(a+b)^{3}
$$

And so, indeed,

$$
\frac{a^{3}+b^{3}}{2} \geqslant\left(\frac{a+b}{2}\right)^{3} .
$$

23. $1^{\circ}$ It is required to prove that the arithmetic mean of two positive numbers is not less than their geometric mean. Indeed,

$$
\frac{a+b}{2}-\sqrt{a b}=\frac{1}{2}(a+b-2 \sqrt{\overline{a b}})=\frac{1}{2}(\sqrt{\bar{a}}-\sqrt{\bar{b}})^{2} \geqslant 0 .
$$

$2^{\circ}$ To prove that

$$
\frac{a+b}{2}-\sqrt{a b} \leqslant \frac{1}{8} \frac{(a-b)^{2}}{b} \quad(a>b)
$$

it is sufficient to prove that

$$
\frac{(\sqrt{a}-\sqrt{\bar{b}})^{2}}{2} \leqslant \frac{1}{8} \frac{(a-b)^{2}}{b} .
$$

Consequently, it is necessary to prove the following

$$
\frac{(\sqrt{ } \bar{a}+\sqrt{ } \bar{b})^{2}}{8 b} \geqslant \frac{1}{2} .
$$

We have

$$
\frac{(\sqrt{\bar{a}}+\sqrt{\bar{b}})^{2}}{8 b}=\frac{1}{8}\left(1+\sqrt{\frac{a}{b}}\right)^{2} \geqslant \frac{1}{2},
$$

since $\frac{a}{b}>1$.
The second inequality is proved in a similar way.
24. Put $a=x^{3}, b=y^{3}, c=z^{3}$. The only thing to be proved is that

$$
x^{3}+y^{3}+z^{3}-3 x y z \geqslant 0
$$

for any non-negative $x, y$ and $z$.
But we have (see Problem 20, Sec. 1)

$$
\begin{aligned}
x^{3}+y^{3}+z^{3}-3 x y z= & (x+y+z) \times \\
& \times\left(x^{2}+y^{2}+z^{2}-x y-x z-y z\right) .
\end{aligned}
$$

And so, it only remains to prove that

$$
x^{2}+y^{2}+z^{2}-x y-x z-y z \geqslant 0 .
$$

But we have (see Problem 10, Sec. 5)

$$
\begin{aligned}
2 x^{2}+2 y^{2}+2 z^{2}- & 2 x y-2 x z-2 y z= \\
& =(x-y)^{2}+(x-z)^{2}+(y-z)^{2} \geqslant 0 .
\end{aligned}
$$

25. We have
$\sqrt{a_{1} a_{2}} \leqslant \frac{a_{1}+a_{2}}{2}, \quad V \overline{a_{1} a_{3}} \leqslant \frac{a_{1}+a_{3}}{2}, \ldots, \sqrt{a_{n-1} a_{n}} \leqslant \frac{a_{n-1}+a_{n}}{2}$.
Adding them termwise, we get the required inequality.
26. We have

$$
\frac{1+a_{1}}{2} \geqslant \sqrt{ } \overline{a_{1}}, \quad \frac{1+a_{2}}{2} \geqslant \sqrt{\overline{a_{2}}}, \quad \ldots, \quad \frac{1+a_{n}}{2} \geqslant \sqrt{a_{n}} .
$$

Multiplying these inequalities term by term, we have

$$
\frac{\left(1+a_{1}\right)\left(1+a_{2}\right) \ldots\left(1+a_{n}\right)}{2^{n}} \geqslant \sqrt{a_{1} a_{2} \ldots a_{n}}=1 .
$$

And so, indeed,

$$
\left(1+a_{1}\right)\left(1+a_{2}\right) \ldots\left(1+a_{n}\right) \geqslant 2^{n}
$$

27. $1^{\circ}$ Make use of the following identity
$(a+b)(a+c)(b+c)=$

$$
=(a b+a c+b c)(a+b+c)-a b c
$$

But

$$
\frac{a+b+c}{3} \geqslant \sqrt[3]{a b c}, \quad \frac{a b+a c+b c}{3} \geqslant \sqrt[3]{a^{2} b^{2} c^{2}}
$$

Therefore

$$
(a+b+c)(a b+a c+b c) \geqslant 9 a b c
$$

and consequently

$$
(a+b)(a+c)(b+c) \geqslant 8 a b c
$$

$2^{\circ}$ We have

$$
\begin{aligned}
\frac{a}{b+c} & +\frac{b}{a+c}+\frac{c}{a+b}=\frac{a+b+c}{b+c}-1+\frac{b+a+c}{a+c}-1+ \\
& +\frac{c+a+b}{a+b}-1=(a+b+c)\left(\frac{1}{b+c}+\frac{1}{a+c}+\frac{1}{a+b}\right)-3
\end{aligned}
$$

But

$$
(b+c)+(a+c)+(c+b) \geqslant 3 \sqrt[3]{(b+c)(a+c)(a+b)}
$$

i.e.

$$
a+b+c \geqslant \frac{3}{2} \sqrt[3]{(b+c)(a+c)(a+b)}
$$

Further

$$
\begin{aligned}
\frac{1}{b+c}+\frac{1}{a+c} & +\frac{1}{a+b}=\frac{1}{(b+c)(a+c)(a+b)}\{(b+c)(a+c)+ \\
+ & (b+c)(a+b)+(a+b)(a+c)\} \geqslant \\
& \geqslant \frac{3}{(b+c)(a+c)(a+b)} \sqrt[3]{(b+c)^{2}(a+c)^{2}(a+b)^{2}}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\frac{a}{b+c}+\frac{b}{a+c} & +\frac{c}{a+b} \geqslant \frac{3}{2} \sqrt[3]{(b+c)(a+c)(a+b)} \times \\
& \times \frac{3}{(b+c)(a+c)(a+b)} \sqrt[3]{(b+c)^{2}(a+c)^{2}(a+b)^{2}}-3 .
\end{aligned}
$$

Thus

$$
\frac{a}{b+c}+\frac{b}{a+c}+\frac{c}{a+b} \geqslant \frac{3}{2} .
$$

28. It is sufficient to prove that

$$
(a+k)(b+l)(c+m) \geqslant(\sqrt[3]{a b c}+\sqrt[3]{k l m})^{3}
$$

We have

$$
\begin{aligned}
& (a+k)(b+l)(c+m)= \\
& =a b c+k l m+(a l c+k b c+a b m)+(k l c+a l m+k b m) \\
& \left.\qquad \begin{array}{l}
(\sqrt[3]{a b c}+\sqrt[3]{k l m})^{3}=a b c+k l m
\end{array}\right) \\
& \quad+3 \sqrt[3]{a^{3} b^{2} c^{2} k l m}+3 \sqrt[3]{k^{2} l^{2} m^{2} a b c}
\end{aligned}
$$

But

$$
\frac{a l c+k b c+a b m}{3} \geqslant \sqrt[3]{a^{2} b^{2} c^{2} k l m}, \quad \frac{k l c+a l m+k b m}{3} \geqslant \sqrt[3]{k^{2} l^{2} m^{2} a b c} .
$$

Hence follows the validity of our inequality.
29. We have

$$
\frac{1}{a}+\frac{1}{b}+\frac{1}{c} \geqslant 3 \sqrt[3]{\frac{1}{a} \cdot \frac{1}{b} \cdot \frac{1}{c}}=\frac{3}{\sqrt[3]{a b c}}
$$

But

$$
\sqrt[3]{a b c} \leqslant \frac{a+b+c}{3}
$$

i.e.

$$
\frac{1}{\sqrt[3]{a b c}} \geqslant \frac{3}{a+b+c}
$$

Therefore

$$
\frac{1}{a}+\frac{1}{b}+\frac{1}{c} \geqslant 3 \frac{1}{\sqrt[3]{a b c}} \geqslant \frac{9}{a+b+c}
$$

30. It is necessary to prove that the arithmetic mean of $n$ positive numbers is not less ( $\geqslant$ ) than the geometric mean of these numbers. We are going through several proofs of this proposition. Let us begin with the most elegant one which belongs to Cauchy.

Thus, we have to prove that

$$
\frac{x_{1}+x_{2}+\ldots+x_{n}}{n} \geqslant \sqrt[n]{x_{1} x_{2} \ldots x_{n}} .
$$

At $n=1$ the validity of this inequality is obvious. At $n=2$ and $n=3$ the proposition was proved in Problems 23 and 24.

Let us first show how to prove the validity of our assertion at $n=4$. We have

$$
\frac{x_{1}+x_{2}+x_{3}+x_{4}}{4}=\frac{\frac{x_{1}+x_{2}}{2}+\frac{x_{3}+x_{4}}{2}}{2} \geqslant \sqrt{\frac{x_{1}+x_{2}}{2} \cdot \frac{x_{3}+x_{4}}{2}} .
$$

But

$$
\frac{x_{1}+x_{2}}{2} \geqslant \sqrt{x_{1} x_{2}}, \quad \frac{x_{3}+x_{4}}{2} \geqslant \sqrt{x_{3} x_{4}} .
$$

Therefore

$$
\frac{x_{1}+x_{2}+x_{3}+x_{4}}{4} \geqslant \sqrt{\sqrt{x_{1} x_{2}} \cdot \sqrt{x_{3} x_{4}}}=\sqrt[4]{x_{1} x_{2} x_{3} x_{4}} .
$$

Let us now prove that, in general, if the theorem holds at $n=m$, then it is valid at $n=2 m$ too.

Indeed,

$$
\begin{aligned}
& \frac{x_{1}+x_{2}+x_{3}+\ldots+x_{2 m-1}+x_{2 m}}{2 m}= \\
& =\frac{\frac{x_{1}+x_{2}}{2}+\frac{x_{3}+x_{4}}{2}+\ldots+\frac{x_{2 m-1}+x_{2 m}}{2}}{m} \geqslant \\
& \quad \geqslant \sqrt[m]{\frac{x_{1}+x_{2}}{2} \cdot \frac{x_{3}+x_{4}}{2} \ldots \frac{x_{2 m-1}+x_{2 m}}{2}}
\end{aligned}
$$

(since we assume that the theorem is valid at $n=m$ ).

Further

$$
\begin{aligned}
& \frac{x_{1}+x_{2}+x_{3}+\ldots+x_{2 m}}{2 m} \geqslant \\
& \quad \geqslant \sqrt[m]{\sqrt{x_{1} x_{2}} \cdot \sqrt{x_{3} x_{4}} \ldots \sqrt{x_{2 m-1} x_{2 m}}}=\sqrt[2 m]{x_{1} x_{2} x_{3} x_{4} \ldots x_{2 m}}
\end{aligned}
$$

And so, assuming that the theorem is valid at $n=m$, we have proved that it is true at $n=2 m$ as well. And since we proved the validity of the theorem for $n=2$, it is valid for $n=4,8,16, \ldots$, i.e. for $n$ equal to any power of two. However, we have to prove that the theorem is true for any whole $n$. Let us take some value of $n$. If $n$ is a power of two, then for such a value of $n$ the theorem is valid, if not, then it is always possible to add a certain $q$ to $n$ such that $n+q$ will yield some power of two.

Put

$$
n+q=2^{m}
$$

We then have
$\begin{aligned} & \frac{x_{1}+x_{2}+x_{3}+\ldots+x_{n}+x_{n+1}+\ldots+x_{n+q}}{n+q} \\ & \geqslant \sqrt[n+q]{x_{1} x_{2} \ldots x_{n} x_{n+1} \ldots x_{n+q}}\end{aligned}$
for any positive $x_{i}(i=1,2, \ldots, n+q)$.
Put

$$
x_{n+1}=x_{n+2}=\ldots=x_{n+q}=\frac{x_{1}+x_{2}+\ldots+x_{n}}{n} .
$$

We get

$$
\begin{aligned}
& \frac{x_{1}+x_{2}+\ldots+x_{n}+\frac{x_{1}+x_{2}+\ldots+x_{n}}{n} \cdot q}{n+q} \geqslant \\
& \quad \geqslant \sqrt[n+q]{x_{1} x_{2} \ldots x_{n}\left(\frac{x_{1}+x_{2}+\ldots+x_{n}}{n}\right)^{q}} .
\end{aligned}
$$

Hence

$$
\frac{x_{1}+x_{2}+\ldots+x_{n}}{n} \geqslant \sqrt[n+q]{x_{1} x_{2} \ldots x_{n}\left(\frac{x_{1}+x_{2}+\ldots+x_{n}}{n}\right)^{q}}
$$

or

$$
\begin{gathered}
\left(\frac{x_{1}+x_{2}+\ldots+x_{n}}{n}\right)^{n+q} \geqslant x_{1} x_{2} \ldots x_{n}\left(\frac{x_{1}+x_{2}+\ldots+x_{n}}{n}\right)^{q} \\
\left(\frac{x_{1}+x_{2}+\ldots+x_{n}}{n}\right)^{n} \geqslant x_{1} x_{2} \ldots x_{n}
\end{gathered}
$$

and finally

$$
\frac{x_{1}+x_{2}+\ldots+x_{n}}{n} \geqslant \sqrt[n]{x_{1} x_{2} \ldots x_{n}}
$$

And so, the theorem is valid for any whole $n$. It is obvious that if $x_{1}=x_{2}=\ldots=x_{n}$, then the sign of equality takes place in our theorem. Let us prove that the sign of equality occurs only when all the quantities $x_{1}, x_{2}, \ldots, x_{n}$ are equal to one another. Suppose at least two of them, say $x_{1}$ and $x_{2}$, are not equal to each other. Let us prove that in this case only the sign of inequality is possible, i.e. it will be

$$
\frac{x_{1}+x_{2}+\ldots+x_{n}}{n}>\sqrt[n]{x_{1} x_{2} \ldots x_{n}}
$$

Indeed

$$
\begin{aligned}
\frac{x_{1}+x_{2}+\ldots+x_{n}}{n}= & \frac{\frac{x_{1}+x_{2}}{2}+\frac{x_{1}+x_{2}}{2}+x_{3}+\ldots+x_{n}}{n} \geqslant \\
& \geqslant \sqrt[n]{\left(\frac{x_{1}+x_{2}}{2}\right)^{2} x_{3} \ldots x_{n}}
\end{aligned}
$$

But if $x_{1}$ is not equal to $x_{2}$, then

$$
\frac{x_{1}+x_{2}}{2}>\sqrt{x_{1} x_{2}}
$$

consequently

$$
\sqrt[n]{\left(\frac{x_{1}+x_{2}}{2}\right)^{2} x_{3} \ldots x_{n}}>\sqrt[n]{x_{1} x_{2} x_{3} \ldots x_{n}}
$$

and therefore

$$
\frac{x_{1}+x_{2}+\ldots+x_{n}}{n}>\sqrt[n]{x_{1} x_{2} \ldots x_{n}}
$$

if at least two of the quantities $x_{1}, x_{2}, \ldots, x_{n}$ are not equal to one another.

Given befow are some more proofs of this theorem. Let us pass over to the second one. Let $n$ be a positive number greater than or equal to unity ( $n \geqslant 1$ ). We assume here that $a$ and $b$ are two real positive numbers. Then the following inequality takes place

$$
\left(a^{n-1}-b^{n-1}\right)(a-b) \geqslant 0
$$

Hence

$$
a^{n}+b^{n} \geqslant a^{n-1} b+b^{n-1} a .
$$

Consider $n$ positive numbers $a, b, c, \ldots, k, l$. Let us apply this inequality to all possible pairs of numbers made up of the given $n$ numbers. Adding the inequalities thus obtained, we find

$$
\begin{aligned}
& \left(a^{n}+b^{n}\right)+\left(a^{n}+c^{n}\right)+\ldots+\left(a^{n}+l^{n}\right)+ \\
& \quad+\left(b^{n}+c^{n}\right)+\ldots+\left(b^{n}+l^{n}\right)+\ldots+\left(k^{n}+l^{n}\right) \geqslant \\
& \geqslant\left(a^{n-1} b+b^{n-1} a\right)+\left(a^{n-1} c+c^{n-1} a\right)+\ldots+ \\
& \quad+\left(a^{n-1} l+l^{n-1} a\right)+\ldots+\left(k^{n-1} l+l^{n-1} k\right) .
\end{aligned}
$$

Hence we have

$$
\begin{align*}
& (n-1)\left(a^{n}+b^{n}+\ldots+l^{n}\right) \geqslant \\
& \geqslant a\left(b^{n-1}+c^{n-1}+\ldots+l^{n-1}\right)+b\left(a^{n-1}+c^{n-1}+\ldots+l^{n-1}\right)+ \\
& \quad+c\left(a^{n-1}+b^{n-1}+\ldots+l^{n-1}\right)+\ldots+ \\
& \quad+l\left(a^{n-1}+b^{n-1}+\ldots+k^{n-1}\right) . \tag{*}
\end{align*}
$$

Using this inequality, it is possible to prove our theorem on the relation between the arithmetic and geometric means of $n$ numbers by the method of induction. We have to prove that

$$
\frac{x_{1}+x_{2}+\ldots+x_{n}}{n} \geq \sqrt[n]{x_{1} x_{2} \ldots x_{n}} .
$$

Put

$$
x_{1}=a^{n}, \quad x_{2}=b^{n}, \quad x_{3}=c^{n}, \quad \ldots, x_{n-1}=k^{n}, \quad x_{n}=l^{n} .
$$

Then it is sufficient to prove that

$$
\frac{a^{n}+b^{n}+\ldots+k^{n}+l^{n}}{n} \geqslant a b \ldots k l .
$$

Let us assume that this inequality is valid at the exponent equal to $n-1$, i.e.

$$
\begin{aligned}
& b^{n-1}+\ldots+k^{n-1}+l^{n-1} \geqslant(n-1) b \cdot k \ldots l, \\
& a^{n-1}+c^{n-1}+\ldots+l^{n-1} \geqslant(n-1) a \cdot c \ldots l, \\
& \cdots \cdots \cdots \cdots \\
& a^{n-1}+b^{n-1}+\ldots+k^{n-1} \geqslant(n-1) a \cdot b \ldots k
\end{aligned}
$$

Using the inequality (*), we find

$$
\begin{array}{ll}
(n-1)\left(a^{n}+b^{n}+\ldots+k^{n}+l^{n}\right) \geqslant \\
\geqslant a(n-1) b k \ldots l+b(n-1) a c & \ldots l+\ldots+ \\
& \\
& +l(n-1) a b \ldots k .
\end{array}
$$

Hence

$$
(n-1)\left(a^{n}+b^{n}+\ldots+k^{n}+l^{n}\right) \geqslant(n-1) \cdot n \cdot a b c \ldots k l,
$$

i.e.

$$
\frac{a^{n}+b^{n}+\ldots+l^{n}}{n} \geqslant a b c \ldots k l .
$$

Thus, our theorem is proved for the second time. Let us pass over to the third proof of this theorem. It will be carried out using the method of mathematical induction once again. Let there be $n$ positive numbers $a, b, \ldots, k, l$. It is required to prove that

$$
a+b+\ldots+k+l \geqslant n \sqrt[n]{a b \ldots k l}
$$

Assuming that the theorem holds true for $n-1$ numbers, we have

$$
a+b+\ldots+k+l \geqslant(n-1) \sqrt[n-1]{a b \ldots k}+l
$$

And so, the theorem will be proved if we prove the inequality

$$
(n-1) \sqrt[n-1]{a b \ldots k}+l \geqslant n \sqrt[n]{a b \ldots k \cdot l}
$$

Thus, we have to prove the inequality

$$
(n-1) \sqrt[n-1]{\frac{a b \ldots k l}{l^{n}}}+1 \geqslant n \sqrt[n]{\frac{a b \ldots k l}{l^{n}}} .
$$

Put

$$
\frac{a b \ldots k l}{l^{n}}=\xi^{n(n-1)} .
$$

Therefore, it is required to prove that

$$
(n-1) \xi^{n}+1 \geqslant n \xi^{n-1} .
$$

And so, to prove our theorem means to prove the inequality

$$
n \xi^{n-1}(\xi-1) \geqslant \xi^{n}-1
$$

where $\xi$ is any real positive number and $n$ is a positive integer. Let us prove this inequality. At $\xi=1$ we obviously have the equality. Suppose now $\xi>1$. It is required to prove that

$$
\frac{\xi^{n}-1}{\xi-1} \leqslant n \xi^{n-1}
$$

We have

$$
\frac{\xi^{n}-1}{\xi-1}=\xi^{n-1}+\xi^{n-2}+\ldots+\xi^{2}+\xi+1 .
$$

But

$$
1<\xi<\xi^{2}<\xi^{3}<\ldots<\xi^{n-2}<\xi^{n-1}
$$

Therefore

$$
\xi^{n-1}+\xi^{n-2}+\ldots+\xi+1<n \xi^{n-1}
$$

and, consequently, indeed

$$
\frac{\xi^{n}-1}{\xi-1}<n \xi^{n-1}
$$

If $\xi<1$, we have to prove that

$$
\frac{\xi^{n}-1}{\xi-1}>n \xi^{n-1}
$$

This result is obtained as in the previous case, and, thus, the theorem is proved.

All the considered proofs were carried out using the method of mathematical induction. Therefore, it is desirable to get such a proof which would establish immediately that

$$
\frac{a_{1}+a_{2}+\ldots+a_{n}}{n}>\sqrt[n]{a_{1} a_{2} \ldots a_{n}}
$$

if $a_{1}, a_{2}, \ldots, a_{n}$ are any positive quantities not equal to one another simultaneously. Put $a_{i}=x_{i}^{n}$. Then we have to prove that

$$
\frac{x_{1}^{n}+x_{2}^{n}+\ldots+x_{n}^{n}}{n}-x_{1} x_{2} \ldots x_{n}>0,
$$

i.e. the problem is reduced to finding out that a certain function (form) of $n$ variables $x_{1}, x_{2}, \ldots, x_{n}$ is positive. As is known, $n$ letters $x_{1}, x_{2}, \ldots, x_{n}$ can be permutated
by $n!$ methods. If $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a function of $n$ variables $x_{i}^{\dot{i}}, x_{2}, \ldots, x_{n}$, then the symbol $\sum f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ will denote the sum of $n$ ! quantities obtained from $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, using, all possible permutations. For example,

$$
\begin{gathered}
\sum x_{1} x_{2} \ldots x_{n}=n!x_{1} x_{2} \ldots x_{n} \\
\sum x_{1}^{n}=(n-1)!\left(x_{1}^{n}+x_{2}^{n}+\ldots+x_{n}^{n}\right) .
\end{gathered}
$$

Introduce the notation

$$
\frac{x_{1}^{n}+x_{2}^{n}+\ldots+x_{n}^{n}}{n}-x_{1} x_{2} \ldots x_{n}=\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right) .
$$

It is easily seen, that whatever permutation is used, the function $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ remains unchanged. Therefore we have
$n!\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=$

$$
=\frac{1}{n} \sum\left(x_{1}^{n}+x_{2}^{n}+\ldots+x_{n}^{n}\right)-\sum x_{1} x_{2} \ldots x_{n}
$$

But

$$
\sum x_{1}^{n}+x_{2}^{n}+\ldots+x_{n}^{n}=n!\left(x_{1}^{n}+x_{2}^{n}+\ldots+x_{n}^{n}\right) .
$$

On the other hand,

$$
x_{1}^{n}+x_{2}^{n}+\ldots+x_{n}^{n}=\frac{1}{(n-1)!} \sum x_{1}^{n}
$$

therefore

$$
\begin{equation*}
n!\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum x_{1}^{n}-\sum x_{1} x_{2} \ldots x_{n} \tag{*}
\end{equation*}
$$

Let us consider the following functions

$$
\begin{gathered}
\varphi_{1}=\sum\left(x_{1}^{n-1}-x_{2}^{n-1}\right)\left(x_{1}-x_{2}\right), \\
\varphi_{2}=\sum\left(x_{1}^{n-2}-x_{2}^{n-2}\right)\left(x_{1}-x_{2}\right) x_{3}, \\
\varphi_{3}=\sum\left(x_{1}^{n-3}-x_{2}^{n-3}\right)\left(x_{1}-x_{2}\right) x_{3} x_{4}, \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdot \cdots \\
\varphi_{n-1}=\sum\left(x_{1}-x_{2}\right)\left(x_{1}-x_{2}\right) x_{3} x_{4} \ldots x_{n} .
\end{gathered}
$$

We have

$$
\begin{aligned}
& \varphi_{1}=2 \sum x_{1}^{n}-2 \sum x_{1}^{n-1} x_{2}, \\
& \varphi_{2}=2 \sum x_{1}^{n-1} x_{2}-2 \sum x_{1}^{n-2} x_{2} x_{3}, \\
& \varphi_{3}=2 \sum x_{1}^{n-2} x_{2} x_{3}-2 \sum x_{1}^{n-3} x_{2} x_{3} x_{4},
\end{aligned}
$$

$$
\varphi_{n-1}=2 \sum x_{1}^{2} x_{2} x_{3} \ldots x_{n}--2 \sum x_{1} x_{2} x_{3} \ldots x_{n} .
$$

Adding these expressions termwise, we find

$$
\varphi_{1}+\varphi_{2}+\varphi_{3}+\ldots+\varphi_{n-1}=2 \sum x_{1}^{n}-2 \sum x_{1} x_{2} \ldots x_{n} .
$$

Comparing this with the equality (*), we get

$$
n!\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\frac{1}{2}\left(\varphi_{1}+\varphi_{2}+\varphi_{3}+\ldots+\varphi_{n-1}\right) .
$$

And so
$\frac{x_{1}^{n}+x_{2}^{n}+\ldots+x_{n}^{n}}{n}-x_{1} x_{2} \ldots x_{n}=\frac{1}{2 \cdot n!}\left(\varphi_{1}+\varphi_{2}+\ldots+\varphi_{n-1}\right)$.
But it is evident that $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n-1}$ vanish if and only if $x_{1}=x_{2}=\ldots=x_{n}$.

If not all of the variables are simultaneously equal to one another, then all $\varphi_{i}>0$. Indeed, we have

Therefore

$$
\frac{x_{1}^{n}+x_{2}^{n}+\ldots+x_{n}^{n}}{n}-x_{1} x_{2} \ldots x_{n} \geqslant 0,
$$

the equality being possible only if $x_{1}=x_{2}=\ldots=x_{n}$. And so, the theorem is proved. This proof belongs to A. Gurwitz.
31. We have (using the preceding problem)

$$
\sqrt[n]{a_{1} a_{2} \ldots a_{n}} \leqslant \frac{a_{1}+a_{2}+\ldots+a_{n}}{n}=\frac{a_{1}+a_{n}}{2 n} n=\frac{a_{1}+a_{n}}{2} .
$$

To prove the second inequality consider the product

$$
\left(a_{1} a_{2} \ldots a_{n}\right)^{2}=\left(a_{1} a_{n}\right)\left(a_{2} a_{n-1}\right) \ldots\left(a_{n} a_{1}\right) .
$$

$$
\begin{aligned}
& \varphi_{1}=\sum\left(x_{1}-x_{2}\right)^{2}\left(x_{1}^{n-2}+\ldots+x_{2}^{n-2}\right) \geqslant 0, \\
& \varphi_{2}=\sum\left(x_{1}-x_{2}\right)^{2}\left(x_{1}^{n-3}+\ldots+x_{2}^{n-3}\right) x_{3} \geqslant 0, \\
& \varphi_{n-1}=\sum\left(x_{1}-x_{2}\right)^{2} x_{3} x_{4} \ldots x_{n} \geqslant 0 .
\end{aligned}
$$

But we can prove that

$$
a_{k} a_{n-k+1} \geqslant a_{1} a_{n} \quad \text { (see Problem 19, Sec. } 7 \text { ) }
$$

Therefore

$$
\left(a_{1} a_{2} \ldots a_{n}\right)^{2} \geqslant\left(a_{1} a_{n}\right)^{n}
$$

and

$$
\sqrt[n]{a_{1} a_{2} \ldots a_{n}} \geqslant \sqrt{a_{1} a_{n}}
$$

32. Consider $a$ quantities equal to $\frac{1}{a}, b$ quantities equal to $\frac{1}{b}$, and $c$ quantities equal to $\frac{1}{c}$. The arithmetic mean of these quantities will be

$$
\frac{a \cdot \frac{1}{a}+b \cdot \frac{1}{b}+c \cdot \frac{1}{c}}{a+b+c}=\frac{3}{a+b+c} .
$$

The geometric mean is equal to

$$
\sqrt[a+b+c]{\frac{1}{a^{a}} \cdot \frac{1}{b^{b}} \cdot \frac{1}{c^{c}}} .
$$

Consequently

$$
\frac{3}{a+b+c} \geqslant \sqrt[a+b+c]{\frac{1}{a^{a}} \cdot \frac{1}{b^{b}} \cdot \frac{1}{c^{c}}},
$$

i.e.

$$
\frac{a}{a^{a+b+c}} \frac{b}{b^{a+b+c}} \frac{c}{c^{a+b+c}} \geqslant \frac{1}{3}(a+b+c) .
$$

33. Put

$$
a=\frac{\alpha}{m}, \quad b=\frac{\beta}{m}, \quad c=\frac{\gamma}{m},
$$

where $\alpha, \beta, \gamma$ and $m$ are positive integers.
Consider the product

$$
\begin{aligned}
\left(1+\frac{b-c}{a}\right)^{a} & \left(1+\frac{c-a}{b}\right)^{b}\left(1+\frac{a-b}{c}\right)^{c}= \\
& =\sqrt[m]{\left(1+\frac{b-c}{a}\right)^{\alpha}\left(1+\frac{c-a}{b}\right)^{\beta}\left(1+\frac{a-b}{c}\right)^{\gamma}} .
\end{aligned}
$$

Since $\alpha, \beta$ and $\gamma$ are whole positive integers, the radicand may be considered as a product of $\alpha$ factors equal to $1+\frac{b-c}{a}$ each, $\beta$ factors equal to $1+\frac{c-a}{b}$ each, and $\gamma$
factors equal to $1+\frac{a-b}{c}$ each. Then we have

$$
\begin{aligned}
& \sqrt[\alpha+\beta+\gamma]{\left(1+\frac{b-c}{a}\right)^{\alpha}\left(1+\frac{c-a}{b}\right)^{\beta}\left(1+\frac{a-b}{c}\right)^{\gamma}} \leqslant \\
& \leqslant \frac{\alpha\left(1+\frac{b-c}{a}\right)+\beta\left(1+\frac{c-a}{b}\right)+\gamma\left(1+\frac{a-b}{c}\right)}{\alpha+\beta+\gamma}=1 .
\end{aligned}
$$

Raising both members of this inequality to the power $a+b+c$, we get the required result.
34. We have

$$
\begin{aligned}
& \frac{\frac{s}{s-a}+\frac{s}{s-b}+\cdots+\frac{s}{s-l}}{n} \geqslant \\
& \geqslant \sqrt[n]{\frac{s^{n}}{(s-a)(s-b) \cdots(s-l)}}=\frac{s}{\sqrt[n]{(s-a)(s-b) \cdots(s-l)}} .
\end{aligned}
$$

But
$\sqrt[n]{(s-a)(s-b) \cdots(s-l)} \leqslant$

$$
\leqslant \frac{(s-a)+(s-b)+\ldots+(s-l)}{n}=\frac{n-1}{n} \cdot s
$$

Therefore

$$
\frac{1}{\sqrt[n]{(s-a)(s-b) \ldots(s-l)}} \geqslant \frac{n}{(n-1) s} .
$$

The further proof is obvious.
35. First of all this inequality can be obtained from Lagrange's identity (see Problem 5, Sec. 1). But we shall proceed in a somewhat different way. Let us set up the following expression

$$
\begin{aligned}
\left(\lambda a_{1}+\mu b_{1}\right)^{2}+\left(\lambda a_{2}+\mu b_{2}\right)^{2}+\ldots & +\left(\lambda a_{n}+\mu b_{n}\right)^{2}= \\
& =A \lambda^{2}+2 B \lambda \mu+C \mu^{2}
\end{aligned}
$$

where

$$
\begin{gathered}
A=a_{1}^{2}+a_{2}^{2}+\cdots+a_{n}^{2}, \quad C=b_{1}^{2}+b_{2}^{2}+\cdots+b_{n}^{2} \\
B=a_{1} b_{1}+a_{2} b_{2}+\ldots+a_{n} b_{n} .
\end{gathered}
$$

Since the left member of this inequality represents the sum of squares, we have

$$
A \lambda^{2}+2 B \lambda \mu+C \mu^{2} \geqslant 0
$$

for all values of $\lambda$ and $\mu$.

Consequently, the trinomial

$$
A x^{2}+2 B x+C
$$

is greater than or equal to zero for all real values of $x$. Therefore, the roots of this trinomial are either real and equal or imaginary, and its discriminant is less than or equal to zero, i.e.

$$
B^{2}-A C \leqslant 0
$$

Thus

$$
\begin{aligned}
\left(a_{1} b_{1}+a_{2} b_{2}+\ldots+\right. & \left.a_{n} b_{n}\right)^{2}- \\
& -\left(a_{1}^{2}+a_{2}^{2}+\ldots+a_{n}^{2}\right)\left(b_{1}^{2}+\cdots+b_{n}^{2}\right) \leqslant 0
\end{aligned}
$$

wherefrom also follows that the equality sign is possible only if

$$
\frac{a_{1}}{b_{1}}=\frac{a_{2}}{b_{2}}=\ldots=\frac{a_{n}}{b_{n}} .
$$

36. Put $b_{1}=b_{2}=\ldots=b_{n}=1$ in the inequality of the preceding problem. We then have

$$
\left(a_{1}+a_{2}+\ldots+a_{n}\right)^{2} \leqslant n\left(a_{1}^{2}+a_{2}^{2}+\ldots+a_{n}^{2}\right) .
$$

Hence

$$
a_{1}+a_{2}+\ldots+a_{n} \leqslant \sqrt{n\left(a_{1}^{2}+a_{2}^{2}+\ldots+a_{n}^{2}\right)} .
$$

37. The result is obtained from the formula of Problem 35 if we put

$$
\begin{array}{llll}
a_{1}^{2}=x_{1}, & a_{2}^{2}=x_{2}, & \ldots, & a_{n}^{2}=x_{n} \\
b_{1}^{2}=\frac{1}{x_{1}}, & b_{2}^{2}=\frac{1}{x_{2}}, & \ldots, & b_{n}^{2}=\frac{1}{x_{n}}
\end{array}
$$

But we may also use the theorem on the arithmetic mean. Then we have

$$
\begin{gathered}
x_{1}+x_{2}+\ldots+x_{n} \geqslant n \sqrt[n]{x_{1} x_{2} \ldots x_{n}} \\
\frac{1}{x_{1}}+\frac{1}{x_{2}}+\ldots+\frac{1}{x_{n}} \geqslant n \sqrt[n]{\frac{1}{x_{1}} \cdot \frac{1}{x_{2}} \ldots \frac{1}{x_{n}}} .
\end{gathered}
$$

Multiplying these inequalities, we get the required result.
38. Let us first prove that

$$
p^{2}-\frac{2 n}{n-1} q \geqslant 0
$$

We have

$$
\begin{gathered}
q=x_{1} x_{2}+x_{1} x_{3}+\ldots+x_{n-1} x_{n} \\
0 \leqslant\left(x_{1}-x_{2}\right)^{2}+\left(x_{1}-x_{3}\right)^{2}+\ldots+\left(x_{n-1}-x_{n}\right)^{2} .
\end{gathered}
$$

Consequently

$$
(n-1)\left(x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}\right)-2 q \geqslant 0 .
$$

But

$$
x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}=p^{2}-2 q,
$$

wherefrom we get

$$
p^{2}-\frac{2 n}{n-1} q \geqslant 0 .
$$

Consider now $n-1$ quantities (instead of $n$ ): $x_{1}, x_{2}, \ldots$, $x_{i-1}, x_{i+1}, \ldots, x_{n}$, eliminating $x_{i}$ from the quantities under consideration, and put

$$
\begin{aligned}
& p-x_{i}=p^{\prime}, \\
& q-\left(x_{i} x_{1}+x_{i} x_{2}+\ldots+x_{i} x_{i-1}+x_{i} x_{i+1}\right.+\ldots+ \\
&\left.+x_{i} x_{n}\right)=q^{\prime}
\end{aligned}
$$

Using the deduced inequality, we may assert that

$$
p^{\prime 2}-\frac{2(n-1)}{n-2} q^{\prime} \geqslant 0 .
$$

But
$q^{\prime}=q-x_{i}\left(x_{1}+x_{2}+\ldots+x_{i-1}+x_{i+1}+\ldots+x_{n}\right)=$

Therefore

$$
\left(p-x_{i}\right)^{2}-\frac{2(n-1)}{n-2}\left(q-p x_{i}+x_{i}^{2}\right) \geqslant 0 .
$$

Consequently

$$
n x_{i}^{2}-2 p x_{i}+2(n-1) q-(n-2) p^{2} \leqslant 0 .
$$

Consider the trinomial of the second degree

$$
n x^{2}-2 p x+2(n-1) q-(n-2) p^{2}
$$

and denote its roots by $\alpha$ and $\beta$

Solving the quadratic equation, we find

$$
\begin{aligned}
& \alpha=\frac{p}{n}-\frac{n-1}{n} \sqrt{p^{2}-\frac{2 n}{n-1} q}, \\
& \beta=\frac{p}{n}+\frac{n-1}{n} \sqrt{p^{2}-\frac{2 n}{n-1} q}, \quad(\beta>\alpha) .
\end{aligned}
$$

We then have an identity

$$
\begin{aligned}
& n x_{i}^{2}-2 p x_{i}+2(n-1) q-(n-2) p^{2}= \\
&=n\left(x_{i}-\alpha\right)\left(x_{i}-\beta\right) \leqslant 0
\end{aligned}
$$

wherefrom follows that $x_{i}$ lies between $\alpha$ and $\beta$, i.e.

$$
\alpha<x_{i}<\beta
$$

39. Let $a$ and $b$ be two real positive numbers. If $p>0$, then $a^{p}-b^{p}>0$ for $a>b$; and if $p<0$, then $a^{p}-b^{p}<$ $<0$ for $a>b$. Therefore we may assert the following: $\left(a^{p}-b^{p}\right)\left(a^{q}-b^{q}\right) \geqslant 0$ if $p$ and $q$ are of the same sign; $\left(a^{p}-b^{p}\right)\left(a^{q}-b^{q}\right) \leqslant 0$ if $p$ and $q$ are of different signs and for any real $a$ and $b$. Let us first consider the case when $p$ and $q$ are of the same sign. We have

$$
\begin{gathered}
a^{p+q}+b^{p+q} \geqslant a^{p} b^{q}+a^{q} b^{p}, \\
a^{p+q}+c^{p+q} \geqslant a^{p} c^{q}+a^{q} c^{p}, \\
\cdots \cdots \cdots \cdots \cdots \\
a^{p+q}+l^{p+q} \geqslant a^{p} l^{q}+a^{q} l^{p} \\
b^{p+q}+c^{p+q} \geqslant b^{p} c^{q}+b^{q} c^{p},
\end{gathered}
$$

Adding these inequalities termwise, we get

$$
(n-1)\left(a^{p+q}+b^{p+q}+\ldots+l^{p+q}\right) \geqslant \Sigma a^{p} b^{q},
$$

where $a$ and $b$ (in the last sum) attain all the values from the series $a, b, c, \ldots, l$. Adding $\sum a^{p+q}$ to both members of this inequality, we get

$$
\begin{aligned}
& n\left(a^{p+q}+b^{p+q}+\ldots+l^{p+q}\right) \geqslant\left(a^{p}+b^{p}\right. \\
& \quad+\ldots+ \\
& \left.\quad+l^{p}\right)\left(a^{q}+b^{q}+\ldots+l^{q}\right) .
\end{aligned}
$$

The second inequality is obtained just in the same way. From these inequalities we can easily get the results of Problems 36 and 37.
40. $1^{\circ}$ Let $\lambda=\frac{m}{n}, m>n$. We have

$$
\begin{aligned}
& \sqrt[m]{\left(1+\alpha \frac{m}{n}\right)\left(1+\alpha \frac{m}{n}\right) \ldots\left(1+\alpha \frac{m}{n}\right) \cdot 1 \cdot 1 \ldots 1}< \\
& <\frac{\left(1+\alpha \frac{m}{n}\right)+\left(1+\alpha \frac{m}{n}\right)+\ldots+\left(1+\alpha \frac{m}{n}\right)+m-n}{m}
\end{aligned}
$$

(the factor $1+\alpha \frac{m}{n}$ of the radicand is taken $n$ times. the factor 1 is taken $m-n$ times). Hence

$$
\left(1+\alpha \frac{m}{n}\right)^{\frac{n}{m}}<1+\alpha
$$

or

$$
(1+\alpha)^{\frac{m}{n}}>1+\alpha \frac{m}{n}
$$

$2^{\circ}$ Put $\lambda=\frac{m}{n}$ and first assume that $m>n$, i.e. $\lambda>1$. We have

$$
\begin{aligned}
& \sqrt[m]{\left(1-\alpha \frac{m}{n}\right)\left(1-\alpha \frac{m}{n}\right) \ldots\left(1-\alpha \frac{m}{n}\right) \cdot 1 \cdot 1 \ldots 1}< \\
&<\frac{\left(1-\alpha \frac{m}{n}\right) n+m-n}{m}
\end{aligned}
$$

The factor $1-\alpha \frac{m}{n}$ of the radicand is taken $n$ times, and the factor 1 is taken $m-n$ times. Hence

$$
\begin{gathered}
\left(1-\alpha \frac{m}{n}\right)^{\frac{n}{m}}<1-\alpha<\frac{1}{1+\alpha}, \quad 1-\alpha \frac{m}{n}<\frac{1}{(1+\alpha)^{\frac{m}{n}}}, \\
(1+\alpha)^{\frac{m}{n}}<\frac{1}{1-\alpha \cdot \frac{m}{n}} .
\end{gathered}
$$

Let us assume now that $m<n$. We have

$$
\begin{aligned}
& \sqrt[n]{(1+\alpha)^{m}}=\sqrt[n]{(1+\alpha)(1+\alpha) \ldots(1+\alpha) \cdot 1 \cdot 1 \ldots 1}< \\
& \quad<\frac{(1+\alpha) m+n-m}{n}=1+\frac{\alpha m}{n}<\frac{1}{1-\frac{\alpha m}{n}} .
\end{aligned}
$$

And so, in this case also

$$
(1+\alpha)^{\frac{m}{n}}<\frac{1}{1-\frac{\alpha m}{n}}
$$

Remember that we assumed $\frac{\alpha m}{n}<1$.
41. $1^{\circ}$ Put in inequality $1^{\circ}$ of the preceding problem $\alpha=\frac{1}{n+1}, \lambda=\frac{n+1}{n}$. We get

$$
\left(1+\frac{1}{n-+1}\right)^{\frac{n+1}{n}}>1+\frac{1}{n} .
$$

Hence

$$
\left(1+\frac{1}{n+1}\right)^{n+1}>\left(1+\frac{1}{n}\right)^{n}
$$

i.e. $u_{n+1}>u_{n}$.

Here is one more proof. Without using the theorem on the arithmetic mean, let us prove that

$$
\left(1+\frac{a}{n+1}\right)^{n+1}>\left(1+\frac{a}{n}\right)^{n}
$$

if $a>0$ and $n$ is a positive integer.
Consider the identity

$$
\begin{gathered}
1+n x=\frac{1+n x}{1+(n-1) x} \cdot \frac{1+(n-1) x}{1+(n-2) x} \cdots \frac{1+3 x}{1+2 x} \cdot \frac{1+2 x}{1+x} \cdot \frac{1+x}{1} \\
(x>0) .
\end{gathered}
$$

But

$$
\begin{aligned}
\frac{1+(k+1) x}{1+k x}= & 1+\frac{x}{1+k x}>1+\frac{x}{1+n x}=\frac{1+(n+1) x}{1+n x} \\
& (k=0,1,2, \ldots, n-1) .
\end{aligned}
$$

herefore

$$
1+n x>\left[\frac{1+(n+1) x}{1+n x}\right]^{n}, \quad(1+n x)^{n+1}>[1+(n+1) x]^{n}
$$

Putting here $x=\frac{a}{n(n+1)}$, we get

$$
\left(1+\frac{a}{n+1}\right)^{n+1}>\left(1+\frac{a}{n}\right)^{n}
$$

In particular, at $a=1$, we find

$$
\left(1+\frac{1}{n+1}\right)^{n+1}>\left(1+\frac{1}{n}\right)^{n}
$$

$2^{\circ}$ We have
$u_{n}=\left(1+\frac{1}{n}\right)^{n}=\left[\left(1+\frac{1}{n}\right)^{\frac{n}{k}}\right]^{k}<\left(\frac{1}{1-\frac{1}{n} \cdot \frac{n}{k}}\right)^{k}=\frac{1}{\left(1-\frac{1}{k}\right)^{k}}$

## Hence

$$
u_{n}<\frac{1}{\left(1-\frac{1}{k}\right)^{k}}
$$

for any whole positive $k$.
If $k=6$, we find

$$
\left(1+\frac{1}{n}\right)^{n}<\left(\frac{6}{5}\right)^{6}<3
$$

42. We have

$$
\begin{aligned}
& \frac{\sqrt[n+1]{n+1}}{\sqrt[n]{n}}=\sqrt[n(n+1)]{\frac{(n+1)^{n}}{n^{n+1}}}= \\
& \quad=\sqrt[n(n+1)]{\left(1+\frac{1}{n}\right)^{n} \frac{1}{n}}<\sqrt[n(n+1)]{\frac{3}{n}}
\end{aligned}
$$

(see Problem 41).
But the fraction

$$
\frac{3}{n} \leqslant 1 \quad \text { if } \quad n \geqslant 3
$$

Therefore

$$
\frac{\sqrt[n+1]{n+1}}{\sqrt[n]{n}}<1 \quad \text { if } \quad n \geqslant 3
$$

43. It is required to prove that

$$
\frac{\sqrt[n]{n+1}}{\sqrt[n-1]{n}}<1 \quad(n=2,3,4, \ldots)
$$

We have

$$
\begin{aligned}
& \sqrt[n(n-1)]{\frac{(n+1)^{n-1}}{n^{n}}}=\sqrt[n(n-1)]{\left(1+\frac{1}{n}\right)^{n-1} \frac{1}{n}}= \\
& =\sqrt[n(n-1)]{\left(1+\frac{1}{n}\right)^{n} \cdot \frac{1}{n+1}}<\sqrt[n(n-1)]{\frac{3}{n+1}} \leqslant 1
\end{aligned}
$$

44. Let us prove that

$$
\begin{gathered}
\log y_{i} \geqslant a_{i 1} \log x_{1}+a_{i 2} \log x_{2}+\ldots+a_{i n} \log x_{n} \\
(i=1,2, \ldots, n) .
\end{gathered}
$$

To this end it suffices to prove that
$\log (a x+b y+c z+\ldots+l u) \geqslant a \log x+b \log y+\ldots+$

$$
\begin{equation*}
+l \log u \tag{*}
\end{equation*}
$$

if $a+b+\ldots+l=1$ and $a, b, \ldots, l$ are rational positive numbers.

Put

$$
a=\frac{\alpha}{N}, \quad b=\frac{\beta}{N}, \ldots, l=\frac{\lambda}{N} .
$$

Then

$$
\alpha+\beta+\cdots+\lambda=N .
$$

To prove the inequality (*), it is sufficient to prove that

$$
a x+b y+c z+\ldots+l u \geqslant x^{a} y^{b} \ldots u^{l} .
$$

But we have

$$
\begin{aligned}
& x^{a} y^{b} \ldots u^{\prime}= \sqrt[N]{x^{\alpha} y^{\beta} \ldots u^{\lambda}}= \\
&=\sqrt[N]{x \ldots x y \ldots y \ldots u \ldots u} \leqslant \\
& \quad \leqslant \frac{\alpha x+\beta y+\ldots+\lambda u}{N}=a x+b y+\ldots+l u .
\end{aligned}
$$

Thus, it is proved that

$$
\begin{gathered}
\log y_{i} \geqslant a_{i 1} \log x_{1}+a_{i 2} \log x_{2}+\ldots+a_{i n} \log x_{n} \\
(i=1,2, \ldots, n) .
\end{gathered}
$$

Hence

$$
\begin{aligned}
& \sum_{i=1}^{n} \log y_{i} \geqslant\left(\log x_{1}\right) \sum_{i=1}^{n} a_{i 1}+\left(\log x_{2}\right) \sum_{i=1}^{n} a_{i 2}+\ldots+ \\
&+\left(\log x_{n}\right) \sum_{i=1}^{n} a_{i n}
\end{aligned}
$$

or

$$
\sum_{i=1}^{n} \log y_{i} \geqslant \log x_{1}+\log x_{2}+\ldots+\log x_{n}=\log x_{1} x_{2} \ldots x_{n}
$$

Finally

$$
y_{1} y_{2} \ldots y_{n} \geqslant x_{1} x_{2} \ldots x_{n}
$$

45. Put $\frac{b_{i}}{a_{i}}=x_{i}(i=1,2, \ldots, n)$. Then we have to prove the inequality

$$
\sqrt[n]{\left(1+x_{1}\right)\left(1+x_{2}\right) \ldots\left(1+x_{n}\right)} \geqslant 1+\sqrt[n]{x_{1} x_{2} \ldots x_{n}} .
$$

The theorem is valid at $n=1,2,3$ (see Problems 21 and 28). Suppose it is true at $n=m$ and let us prove that it also holds at $n=2 m$.

We have

$$
\begin{gathered}
\sqrt[2 m]{\left(1+x_{1}\right)\left(1+x_{2}\right) \ldots\left(1+x_{2 m-1}\right)\left(1+x_{2 m}\right)}= \\
=\sqrt[m]{\sqrt{\left(1+x_{1}\right)\left(1+x_{2}\right) \cdot \sqrt{\left(1+x_{3}\right)\left(1+x_{4}\right)}} \ldots} \\
\ldots \sqrt[m]{\sqrt{\left(1+x_{2 m-1}\right)\left(1+x_{2 m}\right)} \geqslant} \\
\geqslant \sqrt[m]{\left(1+\sqrt{x_{1} x_{2}}\right)\left(1+\sqrt{x_{3} x_{4}}\right) \ldots\left(1+\sqrt{x_{2 m-1} x_{2 m}}\right)} \geqslant \\
\geqslant 1+\sqrt[m]{\sqrt{x_{1} x_{2}} \sqrt{x_{3} x_{4}} \ldots \sqrt{x_{2 m-1} x_{2 m}}}= \\
\quad=1+\sqrt[2 m]{x_{1} x_{2} \ldots x_{2 m}}
\end{gathered}
$$

Thus, the theorem is valid for all indices equal to any power of two. Let us now prove that it is true for any whole $n$. Let $n+q=2^{m}$. Then

$$
\begin{array}{r}
\sqrt[n+q]{\left(1+x_{1}\right)\left(1+x_{2}\right) \ldots\left(1+x_{n}\right)\left(1+y_{1}\right)\left(1+y_{2}\right) \ldots\left(1+y_{q}\right)} \geqslant \\
\geqslant 1+\sqrt[n+q]{x_{1} x_{2} \ldots x_{n} y_{1} y_{2} \ldots y_{q}} .
\end{array}
$$

Put

$$
\begin{aligned}
1+y_{1}=1+y_{2}=\ldots= & 1+y_{q}= \\
& =\sqrt[n]{\left(1+x_{1}\right)\left(1+x_{2}\right) \cdots\left(1+x_{n}\right)}=Y
\end{aligned}
$$

We have

$$
\begin{aligned}
\sqrt[n+q]{\left(1+x_{1}\right)\left(1+x_{2}\right) \ldots\left(1+x_{n}\right) \cdot Y^{q}} & \\
& \geqslant 1+\sqrt[n+q]{x_{1} x_{2} \ldots x_{n}(Y-1)^{q}}
\end{aligned}
$$

But

$$
\left(1+x_{1}\right)\left(1+x_{2}\right) \ldots\left(1+x_{n}\right)=Y^{n}
$$

Therefore

$$
\sqrt[n+q]{Y^{n} Y^{q}} \geqslant 1+\sqrt[n+q]{x_{1} \ldots x_{n}(Y-1)^{q}}
$$

i.e.

$$
Y \geqslant 1+\sqrt[n+q]{x_{1} x_{2} \ldots x_{n}(Y-1)^{q}}
$$

or

$$
(Y-1)^{n+q} \geqslant x_{1} x_{2} \ldots x_{n}(Y-1)^{q}
$$

Hence

$$
\begin{aligned}
& (Y-1)^{n} \geqslant x_{1} x_{2} \ldots x_{n} \\
& Y-1 \geqslant \sqrt[n]{x_{1} x_{2} \ldots x_{n}}
\end{aligned}
$$

Finally

$$
Y=\sqrt[n]{\left(1+x_{1}\right)\left(1+x_{2}\right) \cdots\left(1+x_{n}\right)} \geqslant 1+\sqrt[n]{x_{1} x_{2} \ldots x_{n}}
$$

and the theorem is proved.
The equality sign is possible only if $x_{1}=x_{2}=\ldots=$ $=x_{n}=1$.
46. This theorem, as the previous one, is proved using Cauchy's method. The proposition is valid at $n=1$; let us first prove that it holds true at $n=2$, i.e. prove that

$$
\begin{equation*}
\left(\frac{x_{1}+x_{2}}{2}\right)^{k} \leqslant \frac{x_{1}^{k}+x_{2}^{k}}{2} \tag{*}
\end{equation*}
$$

for any whole positive $k$. At $k=1$ the last inequality really takes place. Assuming the validity of this inequality at $k=l$, let us prove its validity at $k=l+1$. And so, we have (by supposition)

$$
\frac{\left(x_{1}+x_{2}\right)^{l}}{2^{l}} \leqslant \frac{x_{1}^{l}+x_{2}^{l}}{2}
$$

Multiplying both members of this inequality by $\frac{x_{1}+x_{2}}{2}$, we find

$$
\frac{\left(x_{1}+x_{2}\right)^{l+1}}{2^{l+1}} \leqslant \frac{\left(x_{1}^{l}+x_{2}^{l}\right)\left(x_{1}+x_{2}\right)}{4}=\frac{x_{1}^{l+1}+x_{2}^{l+1}+x_{1} x_{2}^{l}+x_{2} x_{1}^{l}}{4} .
$$

But

$$
x_{1}^{l} x_{2}+x_{2}^{l} x_{1} \leqslant x_{1}^{l+1}+x_{2}^{l+1},
$$

since

$$
x_{1}^{l+1}+x_{2}^{l+1}-x_{1}^{l} x_{2}-x_{2}^{l} x_{1}=\left(x_{1}-x_{2}\right)\left(x_{1}^{l}-x_{2}^{l}\right) \geqslant 0 .
$$

Therefore

$$
\left(\frac{x_{1}+x_{2}}{2}\right)^{l+1} \leqslant \frac{x_{1}^{l+1}+x_{2}^{l+1}}{2}
$$

and the inequality (*) is proved for any whole $k$. And so, our basic proposition is valid at $n=2$. Let us now prove that if it is true at $n=m$, then it is also true at $n=2 m$. Indeed

$$
\begin{aligned}
& \left(\frac{x_{1}+x_{2}+x_{3}+x_{4}+\ldots+x_{2 m-1}+x_{2 m}}{2 m}\right)^{k}= \\
& =\left(\frac{\frac{x_{1}+x_{2}}{2}+\frac{x_{3}+x_{4}}{2}+\ldots+\frac{x_{2 m-1}+x_{2 m}}{2}}{m}\right)^{k} \leqslant \\
& \leqslant \frac{\left(\frac{x_{1}+x_{2}}{2}\right)^{k}+\left(\frac{x_{3}+x_{4}}{2}\right)^{k}+\ldots+\left(\frac{x_{2 m-1}+x_{2 m}}{2}\right)^{k}}{m} \leqslant \\
& \leqslant \frac{\frac{x_{1}^{k}+x_{2}^{k}}{2}+\frac{x_{3}^{k}+x_{4}^{k}}{2}+\ldots+\frac{x_{2 m-1}^{k}+x_{2 m}^{k}}{2}}{m}= \\
& =\frac{x_{1}^{k}+x_{2}^{k}+x_{3}^{k}+x_{4}^{k}+\ldots+x_{2 m-1}^{k}+x_{2 m}^{k}}{2 m}
\end{aligned}
$$

Thus, we have established that the theorem is valid at $n$ equal to some power of two. It remains to prove its validity for any whole $n$. Put $n+p=2^{m}$.

Then

$$
\begin{aligned}
& \left(\frac{x_{1}+x_{2}+\cdots+x_{n}+y_{1}+y_{2}+\ldots+y_{p}}{n+p}\right)^{k} \leqslant \\
& \quad \leqslant \frac{x_{1}^{k}+x_{2}^{k}+\ldots+x_{n}^{k}+y_{1}^{k}+y_{2}^{k}+\ldots+y_{p}^{k}}{n+p} .
\end{aligned}
$$

Put

$$
y_{1}=y_{2}=\ldots=y_{p}=\frac{x_{1}+x_{2}+\ldots+x_{n}}{n} .
$$

We have

$$
\begin{aligned}
x_{1}+x_{2}+\ldots+x_{n}+y_{1}+y_{2}+\ldots+y_{p} & = \\
& =\frac{\left(x_{1}+\ldots+x_{n}\right)(n+p)}{n},
\end{aligned}
$$

Hence

$$
\left(\frac{x_{1}+\ldots+x_{n}}{n}\right)^{k} \leqslant \frac{x_{1}^{k}+\ldots+x_{n}^{k}+\left(\frac{x_{1}+x_{2}+\ldots+x_{n}}{n}\right)^{k} p}{n+p} .
$$

Finally

$$
\left(\frac{x_{1}+x_{2}+\ldots+x_{n}}{n}\right)^{k} \leqslant \frac{x_{1}^{k}+x_{2}^{k}+\ldots+d_{n}^{k}}{n},
$$

and the proposition is completely proved. It is easy to establish that the equality sign is possible only if

$$
x_{1}=x_{2}=\ldots=x_{n} .
$$

47. This proposition is the generalization of the previous theorems (see Problems 30, 45, 46). The proof is carried out in the same way as in the mentioned theorems. Namely, assuming the validity of the theorem at $n=m$, let us prove its validity at $n=2 m$. We have

$$
\begin{gathered}
\varphi\left(\frac{t_{1}-t_{2}+\ldots-t_{2 m}}{2 m}\right)=\varphi\left(\frac{\frac{t_{1}+t_{2}}{2}+\ldots+\frac{t_{2 m-1}+t_{2 m}}{2}}{m}\right) \leqslant \\
\leqslant \frac{\varphi\left(\frac{t_{1}+t_{2}}{2}\right)+\ldots+\varphi\left(\frac{t_{2 m-1}+t_{2 m}}{2}\right)}{m}< \\
<\frac{\frac{\varphi\left(t_{1}\right)+\varphi\left(t_{2}\right)}{2}+\ldots+\frac{\varphi\left(t_{2 m-1}\right)+\varphi\left(t_{2 m}\right)}{2}}{m}= \\
=\frac{\varphi\left(t_{1}\right)+\varphi\left(t_{2}\right)+\ldots \uparrow \varphi\left(t_{2 m-1}\right)+\varphi\left(t_{2 m}\right)}{2 m}
\end{gathered}
$$

(since, by hypothesis, not all of the quantities $t_{1}, t_{2}, \ldots, t_{2 m}$ are equal to one another, they can be grouped so that, for instance, $t_{1} \neq t_{2}$ ). Thus, the theorem is valid at $n=2^{m}$. Let us put now $n+p=2^{m}$. Then
$\varphi\left(\frac{t_{1}+t_{2}+\ldots+t_{n}+\tau_{1}+\tau_{2}+\ldots+\tau_{p}}{n+p}\right)<$

$$
<\frac{\varphi\left(t_{1}\right)+\cdots+\varphi\left(t_{n}\right)+\varphi\left(\tau_{1}\right)+\ldots+\varphi\left(\tau_{p}\right)}{n+p}
$$

(here $t_{1}, t_{2}, \ldots, t_{n}$ are not all equal to one another). Put

$$
\begin{aligned}
& \tau_{1}=\tau_{2}=\ldots=\tau_{p}=\frac{t_{1}+t_{2}+\ldots+t_{n}}{n} \\
& \tau_{1}+\tau_{2}+\ldots+\tau_{p}=\frac{t_{1}+t_{2}+\ldots+t_{n}}{n} p
\end{aligned}
$$

Consequently
$\varphi\left(\frac{t_{1}+t_{2}+\ldots+t_{n}+\tau_{1}+\cdots+\tau_{p}}{n-f \cdot p}\right)=\varphi\left(\frac{t_{1}+t_{2}+\ldots+t_{n}}{n}\right)$.
On the other hand,

$$
\begin{aligned}
\frac{\varphi\left(t_{1}\right)+\cdots+\varphi\left(t_{n}\right)+\varphi\left(\tau_{1}\right)+\ldots+\varphi\left(\tau_{p}\right)}{n+p} & = \\
= & \frac{\varphi\left(t_{1}\right)+\ldots+\varphi\left(t_{n}\right)+p \varphi\left(\frac{t_{1}+\ldots+t_{n}}{n}\right)}{n+p} .
\end{aligned}
$$

From the last inequality we get

$$
\varphi\left(\frac{t_{1}+\ldots+t_{n}}{n}\right)<\frac{\varphi\left(t_{1}\right)+\ldots+\varphi\left(t_{n}\right)}{n}
$$

The above-deduced theorems (see Problems 30, 45, 46) are obtained, as we already mentioned, from this more general proposition. Let us demonstrate this.
$1^{\circ}$ Let

$$
\varphi(t)=-\log (1+t)
$$

then

$$
\varphi\left(\frac{t_{1}+t_{2}}{2}\right)=-\log \left(1+\frac{t_{1}+t_{2}}{2}\right) .
$$

Further

$$
\begin{aligned}
\frac{\varphi\left(t_{1}\right)+\varphi\left(t_{2}\right)}{2}=-\frac{\log \left(1+t_{1}\right)+\log \left(1+t_{2}\right)}{2} & = \\
& =-\log \rceil \overline{\left(1+t_{1}\right)\left(1+t_{2}\right)}
\end{aligned}
$$

But

$$
\sqrt{\left(1+t_{1}\right)\left(1+t_{2}\right)}<\frac{1+t_{1}+1+t_{2}}{2}=1+\frac{t_{1}+t_{2}}{2} \quad\left(t_{1} \neq t_{2}\right)
$$

Therefore

$$
\log \sqrt{\left.1+t_{1}\right)\left(1+t_{2}\right)}<\log \left(1+\frac{t_{1}+t_{2}}{2}\right)
$$

(the base of the logarithms being greater than unity) and

$$
-\log \sqrt{\left(1+t_{1}\right)\left(1+t_{2}\right)}>-\log \left(1+\frac{t_{1}+t_{2}}{2}\right)
$$

Thus, the function

$$
\varphi(t)=-\log (1+t)
$$

really possesses the following property

$$
\varphi\left(\frac{t_{1}+t_{2}}{2}\right)<\frac{\varphi\left(t_{1}\right)+\varphi\left(t_{2}\right)}{2},
$$

and therefore it must be

$$
\varphi\left(\frac{t_{1}+t_{2}+\ldots+t_{n}}{n}\right)<\frac{\varphi\left(t_{1}\right)+\varphi\left(t_{2}\right)+\ldots+\varphi\left(t_{n}\right)}{n},
$$

i.e.

$$
\begin{aligned}
& -\log \left(1+\frac{t_{1}+t_{2}+\ldots+t_{n}}{n}\right)< \\
& \quad<-\frac{\log \left(1+t_{1}\right)+\log \left(1+t_{2}\right)+\ldots+\log \left(1+t_{n}\right)}{n},
\end{aligned}
$$

$\log \sqrt[n]{\left(1+t_{1}\right)\left(1+t_{2}\right) \cdots\left(1+t_{n}\right)}<$

$$
<\log \left(1+\frac{t_{1}+\ldots+t_{n}}{n}\right)
$$

Further
$\sqrt[n]{\left(1+t_{1}\right)\left(1+t_{2}\right) \cdots\left(1+t_{n}\right)}<$

$$
\begin{aligned}
& <1+\frac{t_{1}+\ldots+t_{n}}{n}= \\
& \quad=\frac{\left(1+t_{1}\right)+\left(1+t_{2}\right)+\cdots+\left(1+t_{n}\right)}{n} .
\end{aligned}
$$

Putting $1+t_{i}=x_{i}$, we finally get

$$
\sqrt[n]{x_{1} x_{2} \ldots x_{n}}<\frac{x_{1}+x_{2}+\ldots+x_{n}}{n} .
$$

Obviously, if we assume the possibility $x_{1}=x_{2}=\ldots=x_{n}$, then it will be

$$
\sqrt[n]{x_{1} x_{2} \ldots x_{n}} \leqslant \frac{x_{1}+x_{2}+\ldots+x_{n}}{n} .
$$

$2^{\circ}$ If we put

$$
\varphi(t)=t^{k},
$$

then

$$
\varphi\left(\frac{t_{1}+t_{2}}{2}\right)=\left(\frac{t_{1}+t_{2}}{2}\right)^{k} .
$$

Assuming that the inequality

$$
\left(\frac{t_{1}+t_{2}}{2}\right)^{k}<\frac{t_{1}^{k}+t_{2}^{k}}{2}
$$

holds true, we get the result of Problem 46. $3^{\circ}$ Put

$$
\varphi(t)=\log \left(1+e^{t}\right)
$$

(the logarithm is taken to the base $e>1$ ). Then

$$
\begin{aligned}
\varphi\left(\frac{t_{1}+t_{2}}{2}\right) & =\log \left(1+e^{\frac{t_{1}+t_{2}}{2}}\right) \\
\frac{\varphi\left(t_{1}\right)+\varphi\left(t_{2}\right)}{2} & =\log \sqrt{\left(1+e^{t_{1}}\right)\left(1+e^{t_{2}}\right)}
\end{aligned}
$$

Since

$$
\sqrt{\left(1+e^{t_{1}}\right)\left(1+e^{t_{2}}\right)}>1+e^{\frac{t_{1}+t_{2}}{2}}
$$

fulfilled for the function $\varphi(t)$ is the inequality

$$
\varphi\left(\frac{t_{1}+t_{2}}{2}\right)<\frac{\varphi\left(t_{1}\right)+\varphi\left(t_{2}\right)}{2} \quad\left(t_{1} \neq t_{2}\right) .
$$

Therefore

$$
\varphi\left(\frac{t_{1}+t_{2}+\ldots+t_{n}}{n}\right)<\frac{\varphi\left(t_{1}\right)+\ldots+\varphi\left(t_{n}\right)}{n},
$$

i.e.

$$
\begin{aligned}
\log \left(1+e^{\frac{t_{1}+t_{2}+\ldots+t_{n}}{n}}\right) & <\frac{\log \left(1+e^{t_{1}}\right)+\ldots+\log \left(1+e^{t_{n}}\right)}{n} \\
1+e^{\frac{t_{1}+t_{2}+\ldots+t_{n}}{n}} & <\sqrt[n]{\left(1+e^{t_{1}}\right) \ldots\left(1+e^{t_{n}}\right)} .
\end{aligned}
$$

Put

$$
e^{t}=\lambda, \quad t=\log _{e} \lambda
$$

Then

$$
\begin{aligned}
& \sqrt[n]{\left(1+e^{t_{1}}\right) \ldots\left(1+e^{t_{n}}\right)}= \\
& =\sqrt[n]{\left(1+\lambda_{1}\right)\left(1+\lambda_{2}\right) \ldots\left(1+\lambda_{n}\right)}> \\
&
\end{aligned} \quad>1+e^{\frac{\log \lambda_{1}+\ldots+\log \lambda_{n}}{n}} .
$$

Finally

$$
\sqrt[n]{\left(1+\lambda_{1}\right)\left(1+\lambda_{2}\right) \cdots\left(1+\lambda_{n}\right)}>1+\sqrt[n]{\lambda_{1} \lambda_{2} \ldots \lambda_{n}} .
$$

48. Let $t_{1}, t_{2}, \ldots, t_{n}$ be contained in the interval between 0 and $\pi$.

$$
\left(0<t_{i}<\pi\right) .
$$

Let us prove that

$$
-\sin \frac{t_{1}+t_{2}+\ldots+t_{n}}{n}<-\frac{\sin t_{1}+\sin t_{2}+\ldots+\sin t_{n}}{n} .
$$

For this purpose it suffices to prove that (see Problem 47)

$$
-\sin \frac{t_{1}+t_{2}}{2}<-\frac{\sin t_{1}+\sin t_{2}}{2} .
$$

Indeed
$\sin \frac{t_{1}+t_{2}}{2}-\frac{\sin t_{1}+\sin t_{2}}{2}=\sin \frac{t_{1}+t_{2}}{2}-$

$$
\begin{aligned}
& -\sin \frac{t_{1}+t_{2}}{2} \cos \frac{t_{1}-t_{2}}{2}= \\
& =\sin \frac{t_{1}+t_{2}}{2} \cdot 2 \sin ^{2} \frac{t_{1}-t_{2}}{4}>0
\end{aligned}
$$

(in our case $\varphi(t)=-\sin t$ ).
Thus

$$
\frac{\sin t_{1}+\sin t_{2}+\ldots+\sin t_{n}}{n}<\sin \frac{t_{1}+t_{2}+\ldots+t_{n}}{n}
$$

(if $0<t_{i}<\pi$ ).
Therefore if $a_{1}+a_{2}+\ldots+a_{n}=\pi$, then

$$
\sin a_{1}+\sin a_{2}+\ldots+\sin a_{n}<n \sin \frac{\pi}{n}
$$

if $a_{1}, a_{2}, \ldots, a_{n}$ are not equal to one another.
On the other hand, if

$$
a_{1}=a_{2}=\ldots=a_{n}=\frac{\pi}{n},
$$

then the sum

$$
\sin a_{1}+\ldots+\sin a_{n}
$$

becomes equal to

$$
n \sin \frac{\pi}{n} .
$$

Thus, indeed, the greatest value of the sum

$$
\sin a_{1}+\sin a_{2}+\ldots+\sin a_{n}
$$

will be

$$
n \sin \frac{\pi}{n},
$$

provided

$$
a_{1}+a_{2}+\ldots+a_{n}=\pi \quad\left(a_{i}>0\right) ;
$$

and this greatest value is attained at

$$
a_{1}=a_{2}=\ldots=a_{n}=\frac{\pi}{n} .
$$

49. Let us prove that the difference

$$
\frac{x^{p}-1}{p}-\frac{x^{q}-1}{q}
$$

(if $x \neq 1$ and $p>q$ ) exceeds zero. To this end it is sufficient to prove that

$$
\Delta=q\left(x^{p}-1\right)-p\left(x^{q}-1\right)>0 .
$$

First let us assume that $x>1$. We have

$$
\begin{aligned}
\Delta= & q\left(x^{p}-1\right)-p\left(x^{q}-1\right)=(x-1)\left\{q \left(x^{p-1}+x^{p-2}+\ldots+\right.\right. \\
+ & \left.x+1)-p\left(x^{q-1}+x^{q-2}+\ldots+x+1\right)\right\}=(x-1)\left\{q \left(x^{p-1}+\right.\right. \\
& \left.\left.+x^{p-2}+\ldots+x^{q}\right)-(p-q)\left(x^{q-1}+x^{q-2}+\ldots+x+1\right)\right\} .
\end{aligned}
$$

If $x>1$, then

$$
x^{p-1}+x^{p-2}+\ldots+x^{q}>(p-q) x^{q} .
$$

Therefore

$$
\begin{aligned}
\Delta=q\left(x^{p}-1\right)-p & \left(x^{q}-1\right)>(x-1)\left\{q(p-q) x^{q}-\right. \\
& \left.-(p-q) q x^{q-1}\right\}=q x^{q-1}(p-q)(x-1)^{2}>0 .
\end{aligned}
$$

Thus, if $x>1$, the theorem is proved. Now let us assume that $x<1$. In this case we have

$$
\begin{gathered}
x^{p-1}+x^{p-2}+\ldots+x^{q}<(p-q) x^{q}, \\
x^{q-1}+x^{q-2}+\ldots+x+1>q x^{q-1} \\
q\left(x^{p-1}+\ldots+x^{q}\right)-(p-q)\left(x^{q-1}+\ldots+x+1\right)< \\
<(p-q) q x^{q}-q(p-q) x^{q-1}=q(p-q) x^{q-1}(x-1) .
\end{gathered}
$$

Consequently

$$
\Delta>q(p-q) x^{q-1}(x-1)^{2}>0
$$

However, this proposition can be proved proceeding from the theorem on the arithmetic mean. We have the following inequality (see Problem 40)

$$
(1+\alpha)^{\lambda}>1+\alpha \lambda
$$

( $\lambda>1$, rational, $\alpha>0$, real).
Likewise we can deduce the following inequality

$$
(1-\alpha)^{\lambda}>1-\alpha \lambda
$$

if $0<\alpha<1 ; \lambda>1$, rational. Using these inequalities, we shall prove that

$$
\frac{x^{p}-1}{p}>\frac{x^{q}-1}{q}
$$

if $p>q(x \neq 1)$.
Put $x^{q}=\varepsilon, \frac{p}{q}=\lambda$. Then we have to prove
or

$$
\xi^{\lambda}-1-\lambda(\xi-1)>0 .
$$

First suppose $x>1, \xi>1$. Put $\xi=1+\alpha$. We then have

$$
\xi^{\lambda}-1-\lambda(\xi-1)=(1+\alpha)^{\lambda}-1-\lambda \alpha>0 .
$$

If $x<1$, then $\xi<1$. In this case we put

$$
\xi=1-\alpha \quad(0<\alpha<1)
$$

We find easily

$$
\xi^{\lambda}-1-\lambda(\xi-1)=(1-\alpha)^{\lambda}-1-\lambda(-\alpha)>0 .
$$

50. Let us first assume that $m>1$. Put $m=\frac{p}{q}(p>q$, positive integer). We then have (see Problem 49)

$$
\frac{\xi^{p}-1}{p}>\frac{\xi^{q}-1}{q} \quad(\xi \neq 1) .
$$

Putting $\xi^{q}=x, \xi=x^{\frac{1}{q}}$, we get

$$
x^{m}-1>m(x-1) .
$$

Replacing in this inequality $x$ by $\frac{1}{x}$, we find

$$
\frac{1}{x^{m}}-1>m\left(\frac{1}{x}-1\right) .
$$

Multiplying both members of this inequality by $-x^{m}$, we get

$$
x^{m}-1<m x^{m-1}(x-1) .
$$

Thus, if $m>1$, then

$$
\begin{equation*}
m x^{m-1}(x-1)>x^{m}-1>m(x-1) . \tag{1}
\end{equation*}
$$

Let us assume now that $0<m<1$. Putting $\xi^{q}=x$, $\frac{q}{p}=m$, we find

$$
x^{\frac{1}{m}}-1>\frac{1}{m}(x-1) .
$$

Replacing here $x$ by $x^{m}$, we find

$$
x^{m}-1<m(x-1) .
$$

Replacing in the last inequality $x$ by $\frac{1}{x}$, and performing all necessary transformations, we find

$$
\begin{equation*}
m x^{m-1}(x-1)<x^{m}-1<m(x-1) \quad(0<m<1) . \tag{2}
\end{equation*}
$$

Let us now consider negative values of $m$. Put $m=-n$, where $n>0$, rational. Let us first prove that if $m$ is negative, then

$$
x^{m}-1>m(x-1) .
$$

Since $n>0$, it follows 'that $n+1>1$ and we may make use of inequalities (1). Namely, we have

$$
x^{n+1}-1<(n+1) x^{n}(x-1) .
$$

Hence

$$
n x^{n}(x-1)>x^{n}-1
$$

Replacing here $n$ by $-m$, we find

$$
-m x^{-m}(x-1)>x^{-m}-1 .
$$

Multiplying both members of this inequality by $-x^{m}$, we get

$$
x^{m}-1>m(x-1) .
$$

And if we replace here $x$ by $\frac{1}{x}$, then we find

$$
x^{m}-1<m x^{m-1}(x-1) .
$$

Thus, indeed

$$
m x^{m-1}(x-1)<x^{m}-1<m(x-1)
$$

if $0<m<1$,

$$
m(x-1)<x^{m}-1<m x^{m-1}(x-1)
$$

if $m$ is any rational number not lying in the interval between 0 and 1 , and $x$ is any real positive number not equal to unity.
51. The inequalities of this problem follow immediately from the results of the preceding problem.
52. Put

$$
x_{i}^{p}=y_{i}, \quad \frac{q}{p}=m .
$$

Then the inequality is rewritten as follows

$$
\left(\frac{y_{1}+y_{2}+\ldots+y_{n}}{n}\right)^{m} \leqslant \frac{y_{1}^{m}+y_{2}^{m}+\ldots+y_{n}^{m}}{n},
$$

where $m \geqslant 1$, rational. Using the results of Problem 47, it is sufficient to prove that

$$
\left(\frac{t_{1}+t_{2}}{2}\right)^{m} \leqslant \frac{t_{1}^{m}+t_{2}^{m}}{2}
$$

for any rational $m>1$ and for any real positive $t_{1}$ and $t_{2}$. In other words, it is sufficient to prove that

$$
\begin{equation*}
\left(\frac{2 t_{1}}{t_{1}+t_{2}}\right)^{m}+\left(\frac{2 t_{2}}{t_{1}+t_{2}}\right)^{m} \geqslant 2 . \tag{1}
\end{equation*}
$$

Let us make use of the results of Problem 51

$$
(1+x)^{m} \geqslant 1+m x
$$

if $m>1$ is rational and $1+x>0$. We have two inequalities

$$
\begin{aligned}
& \left(\frac{2 t_{1}}{t_{1}+t_{2}}\right)^{m} \geqslant 1+m\left(\frac{2 t_{1}}{t_{1}+t_{2}}-1\right) \\
& \left(\frac{2 t_{2}}{t_{1}+t_{2}}\right)^{m} \geqslant 1+m\left(\frac{2 t_{2}}{t_{1}+t_{2}}-1\right)
\end{aligned}
$$

Adding them, we get inequality (1) which is the required result. The solution to our problem can be obtained immediately from the inequalities of Problem 51. Let us show that, using this method, we can deduce even a more general inequality. So let us prove that

$$
\left(\frac{y_{1}+y_{2}+\ldots+y_{n}}{n}\right)^{\lambda} \leqslant \frac{y_{1}^{\lambda}+y_{2}^{\lambda}+\ldots+y_{n}^{\lambda}}{n}
$$

if $\lambda$ is a rational number not lying in the interval between zero and unity and

$$
\left(\frac{y_{1}+y_{2}+\ldots+y_{n}}{n}\right)^{\lambda} \geqslant \frac{y_{1}^{\lambda}+y_{2}^{\lambda}+\cdots+y_{n}^{\lambda}}{n}
$$

if $0<\lambda<1$. To prove the first inequality it is sufficient to prove that

$$
\begin{align*}
&\left(\frac{n y_{1}}{y_{1}+y_{2}+\ldots+y_{n}}\right)^{\lambda}+\left(\frac{n y_{2}}{y_{1}+y_{2}+\ldots+y_{n}}\right)^{\lambda}+\ldots+ \\
&+\left(\frac{n y_{n}}{y_{1}+\ldots+y_{n}}\right)^{\lambda} \geqslant n \tag{2}
\end{align*}
$$

But we have (see Problem 51)

$$
\left(\frac{n y_{i}}{y_{1}+y_{2}+\cdots+y_{n}}\right)^{\lambda} \geqslant 1+\lambda\left(\frac{n y_{i}}{y_{1}+y_{2}+\cdots+y_{n}}-1\right) .
$$

Putting here $i=1,2, \ldots, n$ and adding the inequalities thus obtained, we actually get inequality (2). We proceed quite analogously for the case $0<\lambda<1$.
53. Put

$$
x_{1}+x_{2}+\ldots+x_{n}=p, x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}=p^{\prime}
$$

We have

$$
\begin{aligned}
&\left(x-x_{1}\right)^{2}+\left(x-x_{2}\right)^{2}+\ldots+\left(x-x_{n}\right)^{2}= \\
&=n x^{2}-2 p x+p^{\prime}=n {\left[x^{2}-\frac{2 p}{n} x+\frac{p^{\prime}}{n}\right]=} \\
&=n\left[\left(x-\frac{p}{n}\right)^{2}+\frac{p^{\prime}}{n}-\frac{p^{2}}{n^{2}}\right]
\end{aligned}
$$

Our expression can attain the least value only simultaneously with $\left(x-\frac{p}{n}\right)^{2}$ (since the quantity $\frac{p^{\prime}}{n}-\frac{p^{2}}{n^{2}}$ is independent of $x$ ). But $\left(x-\frac{p}{n}\right)^{2}$ cannot be negative,
therefore its least value will be equal to zero. Hence

$$
x=\frac{p}{n}=\frac{x_{1}+\ldots+x_{n}}{n} .
$$

Thus, the sum

$$
\left(x-x_{1}\right)^{2}+\left(x-x_{2}\right)^{2}+\ldots+\left(x-x_{n}\right)^{2}
$$

attains the least value at

$$
x=\frac{x_{1}+x_{2}+\ldots+x_{n}}{n} .
$$

54. Put

$$
x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}=S_{2} .
$$

Then

$$
\begin{aligned}
\left(x_{1}-x_{2}\right)^{2}+\left(x_{1}-x_{3}\right)^{2}+\ldots+ & \left(x_{2}-x_{3}\right)^{2}+\ldots+ \\
& +\left(x_{n-1}-x_{n}\right)^{2}=(n-1) S_{2}-2 q
\end{aligned}
$$

where

$$
q=x_{1} x_{2}+x_{1} x_{3}+\ldots+x_{1} x_{n}+x_{2} x_{3}+\ldots+x_{n-1} x_{n}
$$

Further

$$
\left(x_{1}+x_{2}+\ldots+x_{n}\right)^{2}=S_{2}+2 q .
$$

And so

$$
\begin{aligned}
(n-1) S_{2} & =2 q+\sum_{j>i}\left(x_{i}-x_{j}\right)^{2}, \\
C^{2} & =S_{2}+2 q,
\end{aligned}
$$

wherefrom we find

$$
n S_{2}=C^{2}+\sum_{j>i}\left(x_{i}-x_{j}\right)^{2}
$$

The last equality shows that $S_{2}$ takes the least value when the least value is attained by $\sum_{j>i}\left(x_{i}-x_{j}\right)^{2}$. The least value of this sum is equal to zero and is attained at

But since

$$
x_{1}=x_{2}=\ldots=x_{n} .
$$

it follows that

$$
x_{1}+x_{2}+\ldots+x_{n}=C
$$

$$
x_{1}^{2}+\ldots+x_{n}^{2}
$$

takes on the least value at

$$
x_{1}=x_{2}=\ldots=x_{n}=\frac{C}{n}
$$

55. First let us assume that $\lambda$ does not lie in the interval between 0 and 1. Then the following inequality takes place

$$
\frac{x_{1}^{\lambda}+x_{2}^{\lambda}+\ldots+x_{n}^{\lambda}}{n} \geqslant\left(\frac{x_{1}+x_{2}+\ldots+x_{n}}{n}\right)^{\lambda}
$$

the equality sign (as it is easy to find out) occurring only if

$$
x_{1}=x_{2}=\ldots=x_{n}
$$

If it is given that

$$
x_{1}+x_{2}+\ldots+x_{n}=C
$$

then at all values of $x_{1}, x_{2}, \ldots, x_{n}$, we have

$$
x_{1}^{\lambda}+x_{2}^{\lambda}+\ldots+x_{n}^{\lambda} \geqslant n\left(\frac{C}{n}\right)^{\lambda},
$$

wherefrom it is seen that the least value of the expression

$$
x_{1}^{\lambda}+x_{2}^{\lambda}+\ldots+x_{n}^{\lambda}
$$

is $n\left(\frac{C}{n}\right)^{\lambda}$ which is reached at $x_{1}=x_{2}=\ldots=x_{n}=\frac{C}{n}$. But if $0<\lambda<1$, then the following inequality takes place

$$
\frac{x_{1}^{\lambda}+x_{2}^{\lambda}+\ldots+x_{n}^{\lambda}}{n} \leqslant\left(\frac{x_{1}+\ldots+x_{n}}{n}\right)^{\lambda} .
$$

Then at

$$
x_{1}=x_{2}=\ldots=x_{n}
$$

we obtain the least value of the quantity

$$
x_{1}^{\lambda}+x_{2}^{\lambda}+\ldots+x_{n}^{\lambda} .
$$

56. We have the inequality (see problem 30)

$$
\sqrt[n]{x_{1} x_{2} \ldots x_{n}} \leqslant \frac{x_{1}+x_{2}+\ldots+x_{n}}{n}=\frac{C}{n} .
$$

Hence

$$
x_{1} x_{2} \ldots x_{n} \leqslant\left(\frac{C}{n}\right)^{n}
$$

Thus, the product $x_{1} x_{2} \ldots x_{n}$ does not exceed $\left(\frac{C}{n}\right)^{n}$ and reaches it only at $x_{1}=x_{2}=\ldots=x_{n}=\frac{C}{n}$ (see Problem 30). And so the greatest value is attained by the product $x_{1} x_{2} \ldots x_{n}$ when

$$
x_{1}=x_{2}=\ldots=x_{n}=\frac{C}{n} .
$$

57. We have

$$
\frac{x_{1}+x_{2}+\ldots+x_{n}}{n} \geqslant \sqrt[n]{x_{1} x_{2} \ldots x_{n}}
$$

Consequently

$$
x_{1}+x_{2}+\ldots+x_{n} \geqslant n \sqrt[n]{C} .
$$

The equality sign being possible if $x_{1}=x_{2}=\ldots=x_{n}$. Hence, it is clear that the sum $x_{1}+x_{2}+\ldots+x_{n}$ attains the least value if

$$
x_{1}=x_{2}=\ldots=x_{n}=\sqrt[n]{C} .
$$

58. First let us assume that $\mu_{i}(i=1,2, \ldots, n)$ are whole numbers. We have

$$
\begin{aligned}
& \mu_{1}+\mu_{2}+\mu_{3}+\cdots+\mu_{n} \sqrt{\left(\frac{x_{1}}{\mu_{1}}\right)^{\mu_{1}}\left(\frac{x_{2}}{\mu_{2}}\right)^{\mu_{2}} \cdots\left(\frac{x_{n}}{\mu_{n}}\right)^{\mu_{n}}}= \\
& =\sqrt[\mu_{1}+\ldots+\mu_{n}]{\frac{x_{1}}{\mu_{1}} \cdot \frac{x_{1}}{\mu_{1}} \cdots \frac{x_{1}}{\mu_{1}} \cdot \frac{x_{2}}{\mu_{2}} \cdots \frac{x_{2}}{\mu_{2}} \cdots \frac{x_{n}}{\mu_{n}} \cdots \frac{x_{n}}{\mu_{n}}} \leqslant \\
& \leqslant \frac{\mu_{1} \frac{x_{1}}{\mu_{1}}+\mu_{2} \frac{x_{2}}{\mu_{2}}+\ldots+\mu_{n} \frac{x_{n}}{\mu_{n}}}{\mu_{1}+\mu_{2}+\cdots+\mu_{n}}=\frac{C}{\mu_{1}+\ldots+\mu_{n}} .
\end{aligned}
$$

Consequently

$$
x_{1}^{\mu_{1}} x_{2}^{\mu_{2}} \ldots x_{n}^{\mu_{n}} \leqslant\left(\frac{C}{\mu_{1}+\ldots+\mu_{n}}\right)^{\mu_{1}+\mu_{2}+\cdots+\mu_{n}} \cdot \mu_{1}^{\mu_{1}} \cdot \mu_{2}^{\mu_{2}} \ldots \mu_{n}^{\mu_{n}},
$$

and the equality sign is obtained only if

$$
\frac{x_{1}}{\mu_{1}}=\frac{x_{2}}{\mu_{2}}=\ldots=\frac{x_{n}}{\mu_{n}} .
$$

Let now $\mu_{i}$ be fractions. Reducing them to a common denominator, we put

$$
\mu_{i}=\frac{\lambda_{i}}{\mu}
$$

where $\lambda_{i}$ and $\mu$ are positive integers.
Since

$$
x_{1}^{\mu_{1}} x_{2}^{\mu_{2}} \ldots x_{n}^{\mu_{n}}=\sqrt[\mu]{x_{1}^{\lambda_{1}} x_{2}^{\lambda_{2}} \ldots x_{n}^{\lambda_{n}}}
$$

the greatest value is reached by the product $x_{1}^{\mu_{1}} x_{2}^{\mu_{2}} \ldots x_{n}^{\mu_{n}}$ simultaneously with the product $x_{1}^{\lambda_{1}} x_{2}^{\lambda_{2}} \ldots x_{n}^{\lambda_{n}}$, where $\lambda_{i}$ are integers. As follows from the above-proved. it happens if and only if

$$
\frac{x_{1}}{\lambda_{1}}=\frac{x_{2}}{\lambda_{2}}=\ldots=\frac{x_{n}}{\lambda_{n}} .
$$

Dividing the denominators by $\mu$, we get

$$
\frac{x_{1}}{\mu_{1}}=-\frac{x_{2}}{\mu_{2}}-\ldots=\frac{x_{n}}{\mu_{n}} .
$$

Thus, if $x_{i}>0$ and $x_{1}+x_{2}+\ldots+x_{n}=C$, then the product $x_{1}^{\mu_{1}} x_{2}^{\mu_{2}} \ldots x_{n}^{\mu_{n}}\left(\mu_{i}>0\right.$, rational) attains the greatest value if and only if

$$
\frac{x_{1}}{\mu_{1}}=\frac{x_{2}}{\mu_{2}}=\ldots=\frac{x_{n}}{\mu_{n}} .
$$

59. We have

$$
\sqrt[n]{a_{1} x_{1} \cdot a_{2} x_{2} \ldots a_{n} x_{n}} \leqslant \frac{a_{1} x_{1}+a_{2} x_{2}+\ldots+a_{n} x_{n}}{n}=\frac{C}{n},
$$

wherefrom it follows that the product

$$
a_{1} x_{1} \cdot a_{2} x_{2} \ldots a_{n} x_{n}
$$

reaches the greatest value only if
But since

$$
a_{1} x_{1}=a_{2} x_{2}=\ldots=a_{n} x_{n}
$$

$$
a_{1} x_{1} \cdot a_{2} x_{2} \ldots a_{n} x_{n}=\left(a_{1} a_{2} \ldots a_{n}\right)\left(x_{1} x_{2} \ldots x_{n}\right),
$$

the product $x_{1} x_{2} \ldots x_{n}$ indeed reaches the greatest value if and only if

$$
a_{1} x_{1}=a_{2} x_{2}=\ldots=a_{n} x_{n}=\frac{C}{n} .
$$

60. Put

$$
a_{i} x_{i}^{\lambda}=y_{i} \quad(i=1,2, \ldots, n)
$$

Then

$$
x_{i}=\left(\frac{y_{i}}{a_{i}}\right)^{\frac{1}{\lambda_{i}}}
$$

and

$$
y_{1}+y_{2}+\ldots+y_{n}=C
$$

Further

$$
x_{1}^{\mu_{1}} x_{2}^{\mu_{2}} \ldots x_{n}^{\mu_{n}}=\left(\frac{y_{1}}{a_{1}}\right)^{\frac{\mu_{1}}{\lambda_{1}}}\left(\frac{y_{2}}{a_{2}}\right)^{\frac{\mu_{2}}{\lambda_{2}}} \ldots\left(\frac{y_{n}}{a_{n}}\right)^{\frac{\mu_{n}}{\lambda_{n}}}
$$

The problem is reduced to finding out when the product

$$
y_{1}^{\frac{\mu_{1}}{\lambda_{1}}} \cdot y_{2}^{\mu_{2}} \ldots y_{n}^{\frac{\mu_{n}}{\lambda_{n}}}
$$

takes on the greatest value if $y_{1}+y_{2}+\ldots+y_{n}=C$. Referring to the results of Problem 58, we see that it will take place if

Thus, if

$$
\frac{y_{1}}{\frac{\mu_{1}}{\lambda_{1}}}=\frac{y_{2}}{\frac{\mu_{2}}{\lambda_{2}}}=\ldots=\frac{y_{n}}{\frac{\mu_{n}}{\lambda_{n}}}
$$

$$
a_{1} x_{1}^{\lambda_{1}} a_{2} x_{2}^{\lambda_{2}}+\ldots+a_{n} x_{n}^{\lambda_{n}}=C,
$$

then the product

$$
x_{1}^{\mu_{1}} x_{2}^{\mu_{2}} \ldots x_{n}^{\mu_{n}}
$$

reaches the greatest value provided

$$
\frac{\lambda_{1} a_{1} x_{1}^{\lambda_{1}}}{\mu_{1}}=\frac{\lambda_{2} a_{2} x_{2}^{\lambda_{2}}}{\mu_{2}}=\ldots=\frac{\lambda_{n} a_{n} x_{n}^{\lambda_{n}}}{\mu_{n}} .
$$

61. Put

$$
a_{1} x_{1}^{\mu_{1}}=y_{1}, \quad a_{2} x_{2}^{\mu_{2}}=y_{2}, \ldots, \quad a_{n} x_{n}^{\mu_{n}}=y_{n} .
$$

Hence

$$
x_{1}=\left(\frac{y_{1}}{a_{1}}\right)^{\frac{1}{\mu_{1}}}, \quad x_{2}=\left(\frac{y_{2}}{a_{2}}\right)^{\frac{1}{\mu_{2}}}, \quad \ldots, x_{n}=\left(\frac{y_{n}}{a_{n}}\right)^{\frac{1}{\mu_{n}}},
$$

and the problem is reduced to the following: under what condition does the sum

$$
y_{1}+y_{2}+\ldots+y_{1}
$$

attain the least value if

$$
y_{1}^{\frac{\lambda_{1}}{\mu_{1}}} \cdot y_{2}^{\frac{\lambda_{2}}{\mu_{2}}} \ldots y_{n}^{\frac{\lambda_{n}}{\mu_{n}}}=C_{1},
$$

where $C_{1}$ is a new constant?
Since $\frac{\lambda_{1}}{\mu_{1}}, \ldots, \frac{\lambda_{n}}{\mu_{n}}$ are rational, we put

$$
\frac{\lambda_{1}}{\mu_{1}}=\frac{\alpha_{1}}{N}, \quad \frac{\lambda_{2}}{\mu_{2}}=\frac{\alpha_{2}}{N}, \quad \ldots, \quad \frac{\lambda_{n}}{\mu_{n}}=\frac{\alpha_{n}}{N} .
$$

Then the problem will read as follows: find out when $y_{1}+y_{2}+\ldots+y_{n}$ attains the least value if

$$
y_{1}^{\alpha_{1}} y_{2}^{\alpha_{2}} \ldots y_{n}^{\alpha_{n}}=C_{2} \quad \text { ( } \alpha_{i} \text { positive integers) } .
$$

Finally, we put

$$
y_{1}=\alpha_{1} u_{1}, \quad y_{2}=\alpha_{2} u_{2}, \quad \ldots, y_{n}=\alpha_{n} u_{n}
$$

and obtain the following problem: under what conditions does

$$
\alpha_{1} u_{1}+\alpha_{2} u_{2}+\ldots+\alpha_{n} u_{n}
$$

attain the least value if

$$
u_{1}^{\alpha_{1}} u_{2}^{\alpha_{2}} \ldots u_{n}^{\alpha_{n}}=C_{3} .
$$

But

$$
\begin{aligned}
& \frac{\alpha_{1} u_{1}+\alpha_{2} u_{2}+\ldots+\alpha_{n} u_{n}}{\alpha_{1}+\alpha_{2}+\ldots+\alpha_{n}} \geqslant \\
& \quad \geqslant \sqrt[\alpha_{1}+\alpha_{2}+\ldots+\alpha_{n}]{u_{1}^{\alpha_{1}} u_{2}^{\alpha_{2}} \ldots u_{n}^{\alpha_{n}}}=\sqrt[\alpha_{1}+\alpha_{2}+\cdots+\alpha_{n}]{\bar{C}_{3}} .
\end{aligned}
$$

Hence $\alpha_{1} u_{1}+\alpha_{2} u_{2}+\ldots+\alpha_{n} u_{n}$ attains the least value when

$$
u_{1}=u_{2}=\ldots=u_{n} .
$$

Thus, if

$$
x_{1}^{\lambda_{1}} x_{2}^{\lambda_{2}} \ldots x_{n}^{\lambda_{n}}=C
$$

then

$$
a_{1} x_{1}^{\mu_{1}}+a_{2} x_{2}^{\mu_{2}}+\ldots+a_{n} x_{n}^{\mu_{n}}
$$

attains the least value provided

$$
\frac{x_{1}^{\mu_{1}}}{\frac{\lambda_{1}}{a_{1} \mu_{1}}}=\frac{x x_{2}}{\frac{\lambda_{2}}{a_{2} \mu_{2}}}=\ldots=\frac{x_{n}^{\mu_{n}}}{\frac{\lambda_{n}}{a_{n} \mu_{n}}} .
$$

62. Applying the Lagrange formula (see Problem 5, Sec. 1), we have

$$
\begin{aligned}
\left(x^{2}+y^{2}+z^{2}+\ldots+t^{2}\right)\left(a^{2}+b^{2}\right. & \left.+c^{2}+\ldots+k^{2}\right)= \\
=(a x+b y+\ldots+k t)^{2}+ & (x b-y a)^{2}+ \\
& +(x c-z a)^{2}+\ldots
\end{aligned}
$$

Since

$$
a^{2}+b^{2}+c^{2}+\ldots+k^{2}
$$

is constant and

$$
a x+b y+\ldots+k t=A
$$

(by hypothesis) and, consequently, also constant, it follows that the sum

$$
x^{2}+y^{2}+z^{2}+\ldots+t^{2}
$$

attains the least value simultaneously with the sum

$$
(x b-y a)^{2}+(x c-z a)^{2}+\ldots .
$$

But the least value of the latter sum is zero which is reached when

$$
x b-y a=0, \quad x c-z a=0, \ldots,
$$

i.e. when

$$
\frac{x}{a}=\frac{y}{b}=\frac{z}{c}==\ldots=\frac{t}{k} .
$$

Let us put this general ratio equal to $\lambda$ so that

$$
x=a \lambda, \quad y=b \lambda, \quad z=c \lambda, \ldots, t=k \lambda .
$$

Substituting these values for $x, y, z, \ldots, t$ into the equality

$$
a x+b y+\ldots+k t=A
$$

we find

$$
\lambda=\frac{A}{a^{2}+b^{2}+\ldots+k^{2}},
$$

and, consequently, the required values of $x, y, \ldots, t$ at which the expression $x^{2}+y^{2}+\ldots+t^{2}$ takes on the least
value will be

$$
\begin{gathered}
x=\frac{a A}{a^{2}+b^{2}+\ldots+k^{2}}, \\
y=\frac{b A}{a^{2}+b^{2}+\ldots+k^{2}}, \ldots, \quad t=\frac{k A}{a^{2}+b^{2}+\ldots+k^{2}} .
\end{gathered}
$$

63. We have

$$
u=A x^{2}+2 B x y+C y^{2}+2 D x+2 E y+F
$$

where

$$
\begin{array}{ll}
A=a_{1}^{2}+a_{2}^{2}+\ldots+a_{n}^{2}, & B=a_{1} b_{1}+a_{2} b_{2}+\ldots+a_{n} b_{n}, \\
C=b_{1}^{2}+b_{2}^{2}+\ldots+b_{n}^{2}, & D=a_{1} c_{1}+a_{2} c_{2}+\ldots+a_{n} c_{n}, \\
E=b_{1} c_{1}+b_{2} c_{2}+\ldots+b_{n} c_{n}, & F=c_{1}^{2}+c_{2}^{2}+\ldots+c_{n}^{2} .
\end{array}
$$

Put

$$
x=x^{\prime}+\alpha, \quad y=y^{\prime}+\beta .
$$

We then obtain

$$
\begin{aligned}
u=A\left(x^{\prime}+\alpha\right)^{2}+2 B & \left(x^{\prime}+\alpha\right)\left(y^{\prime}+\beta\right)+C\left(y^{\prime}+\beta\right)^{2}+ \\
& +2 D\left(x^{\prime}+\alpha\right)+2 E\left(y^{\prime}+\beta\right)+F .
\end{aligned}
$$

Expanding this expression in powers of $x^{\prime}$ and $y^{\prime}$, we get $u=A x^{\prime 2}+2 B x^{\prime} y^{\prime}+C y^{\prime 2}+2(A \alpha+B \beta+D) x^{\prime}+$

$$
+2(B \alpha+C \beta+E) y^{\prime}+F^{\prime} .
$$

Now let us choose $\alpha$ and $\beta$ so that the coefficients of $x^{\prime}$ and $y^{\prime}$ in the last expansion equal zero. To this end it is only necessary to choose $\alpha$ and $\beta$ as the solutions of the following system

$$
\begin{aligned}
& A \alpha+B \beta+D=0 \\
& B \alpha+C \beta+E=0
\end{aligned}
$$

Then we have

$$
u=A x^{\prime 2}+2 B x^{\prime} y^{\prime}+C y^{\prime 2}+F^{\prime} .
$$

Further

$$
\begin{aligned}
& u=\frac{1}{A}\left\{A^{2} x^{\prime 2}+2 B A x^{\prime} y^{\prime}+A C y^{\prime 2}\right\}+F^{\prime}= \\
& \quad=\frac{1}{A}\left\{\left(A x^{\prime}+B y^{\prime}\right)^{2}+\left(A C-B^{2}\right) y^{\prime 2}\right\}+F^{\prime} .
\end{aligned}
$$

But

$$
\begin{aligned}
& A C-B^{2}=\left(a_{1}^{2}+a_{2}^{2}+\ldots+a_{n}^{2}\right)\left(b_{1}^{2}+\ldots+b_{n}^{2}\right)- \\
& \\
& \quad-\left(a_{1} b_{1}+a_{2} b_{2}+\ldots+a_{n} b_{n}\right)^{2} \geqslant 0, \quad A>0 .
\end{aligned}
$$

Therefore, $u$ attains the least value when

$$
A x^{\prime}+B y^{\prime}=0 \text { and } y^{\prime}=0
$$

Hence

$$
x^{\prime}=y^{\prime}=0 \text { and } x=\alpha, y=\beta .
$$

And so, the values of $x$ and $y$ at which $u$ attains the least value are obtained as the solution of the following system of equations

$$
A x+B y+D=0, \quad B x+C y+E=0
$$

However, this result can be obtained in a somewhat different way.

Put

$$
\begin{gathered}
a_{1} x+b_{1} y+c_{1}=X_{1}, \quad a_{2} x+b_{2} y+c_{2}=X_{2}, \ldots, \\
a_{n} x+b_{n} y+c_{n}=X_{n} .
\end{gathered}
$$

Let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ be some constants satisfying the following conditions

$$
\begin{align*}
& a_{1} \lambda_{1}+a_{2} \lambda_{2}+\ldots+a_{n} \lambda_{n}=0, \\
& b_{1} \lambda_{1}+b_{2} \lambda_{2}+\ldots+b_{n} \lambda_{n}=0,  \tag{*}\\
& c_{1} \lambda_{1}+c_{2} \lambda_{2}+\ldots+c_{n} \lambda_{n}=k,
\end{align*}
$$

where $k$ is an arbitrary number.
We then have

$$
\lambda_{1} X_{1}+\lambda_{2} X_{2}+\ldots+\lambda_{n} X_{n}=k
$$

and hence, we have to find the least value of the expression

$$
X_{1}^{2}+X_{2}^{2}+\ldots+X_{n}^{2}
$$

provided

$$
\lambda_{1} X_{1}+\lambda_{2} X_{2}+\ldots+\lambda_{n} X_{n}=k \text { (constant) }
$$

From the result of Problem 62 we have that the least value is obtained if

$$
\frac{X_{1}}{\lambda_{1}}=\frac{X_{2}}{\lambda_{2}}=\ldots=\frac{X_{n}}{\lambda_{n}} .
$$

Or

$$
\lambda_{1}=X_{1} \mu, \quad \lambda_{2}=X_{2} \mu, \ldots, \lambda_{n}=X_{n} \mu
$$

Substituting them into the first two equalities (*), we find

$$
\begin{array}{r}
a_{1} X_{1}+a_{2} X_{2}+\ldots+a_{n} X_{n}=0 \\
b_{1} X_{1}+b_{2} X_{2}+\ldots+b_{n} X_{n}=0
\end{array}
$$

Hence we get the system obtained by the preceding method of solution.
64. As is known, there exists the following identity (see Problem 77, Sec. 6)

$$
\begin{aligned}
& f(x)=f\left(x_{0}\right) \frac{\left(x-x_{1}\right)\left(x-x_{2}\right) \ldots\left(x-x_{n}\right)}{\left(x_{0}-x_{1}\right)\left(x_{0}-x_{2}\right) \ldots\left(x_{0}-x_{n}\right)}+ \\
& \quad+f\left(x_{1}\right) \frac{\left(x-x_{0}\right)\left(x-x_{2}\right) \ldots\left(x-x_{n}\right)}{\left(x_{1}-x_{0}\right)\left(x_{1}-x_{2}\right) \ldots\left(x_{1}-x_{n}\right)}+\ldots+ \\
& \quad \quad+f\left(x_{n}\right) \frac{\left(x-x_{0}\right)\left(x-x_{1}\right) \ldots\left(x-x_{n-1}\right)}{\left(x_{n}-x_{0}\right)\left(x_{n}-x_{1}\right) \ldots\left(x_{n}-x_{n-1}\right)},
\end{aligned}
$$

where $f(x)$ is any polynomial of degree $n$.
Equating the coefficients at $x^{n}$ in both members of this equality, we find

$$
\begin{aligned}
& \mathbf{1}=\frac{f\left(x_{0}\right)}{\left(x_{0}-x_{1}\right)\left(x_{0}-x_{2}\right) \ldots\left(x_{0}-x_{n}\right)}+ \\
& \quad+\frac{f\left(x_{1}\right)}{\left(x_{1}-x_{0}\right)\left(x_{1}-x_{2}\right) \ldots\left(x_{1}-x_{n}\right)}+\ldots+ \\
& \quad+\frac{f\left(x_{n}\right)}{\left(x_{n}-x_{0}\right)\left(x_{n}-x_{1}\right) \ldots\left(x_{n}-x_{n-1}\right)} .
\end{aligned}
$$

Let $M$ denote the greatest one of the quantities

$$
\left|f\left(x_{0}\right)\right|, \quad\left|f\left(x_{1}\right)\right|, \quad \ldots, \quad\left|f\left(x_{n}\right)\right| .
$$

Then

$$
\begin{aligned}
& 1 \leqslant M\left\{\frac{1}{\left|\left(x_{0}-x_{1}\right)\left(x_{0}-x_{2}\right) \ldots\left(x_{0}-x_{n}\right)\right|}+\right. \\
& \left.+\frac{1}{\left|\left(x_{1}-x_{0}\right) \ldots\left(x_{1}-x_{n}\right)\right|}+\ldots+\frac{1}{\left|\left(x_{n}-x_{0}\right) \ldots\left(x_{n}-x_{n-1}\right)\right|}\right\} .
\end{aligned}
$$

As is easily seen, by virtue of our conditions we have

$$
\begin{array}{r}
\left|\left(x_{k}-x_{0}\right)\left(x_{k}-x_{1}\right) \ldots\left(x_{k}-x_{k-1}\right)\left(x_{k}-x_{k+1}\right) \ldots\left(x_{k}-x_{n}\right)\right| \geqslant \\
\geqslant k!(n-k)!.
\end{array}
$$

Therefore

$$
\frac{1}{\left|\left(x_{k}-x_{0}\right)\left(x_{k}-x_{1}\right) \ldots\left(x_{k}-x_{n}\right)\right|} \leqslant \frac{1}{k!(n-k)!} .
$$

Consequently

$$
1 \leqslant M \sum_{k=0}^{n} \frac{1}{k!(n-k)!}=\frac{M}{n!} \sum_{k=0}^{n} C_{n}^{k}=M \frac{2^{n}}{n!} .
$$

Finally

$$
M \geqslant \frac{n!}{2^{n}} .
$$

65. Since $\sin ^{2} x+\cos ^{2} x=1$, i.e. the sum of the two quantities $\sin ^{2} x$ and $\cos ^{2} x$ is constant, their product $\sin ^{2} x \cdot \cos ^{2} x$ reaches the greatest value when these quantities are equal to each other. It happens at $x=\frac{\pi}{4}$. However, the same is easily seen from the identity

$$
\sin x \cdot \cos x=\frac{1}{2} \sin 2 x .
$$

66. It is known that if

$$
x+y+z=\frac{\pi}{2},
$$

then

$$
\tan x \tan y+\tan x \tan z+\tan y \tan z=1
$$

(see Problem 40, $4^{\circ}$, Sec. 2). Thus, the sum of the three quantities

$$
\tan x \tan y, \quad \tan x \tan z, \quad \tan y \tan z
$$

is constant. Therefore, the product of these quantities

$$
\tan ^{2} x \tan ^{2} y \tan ^{2} z
$$

reaches the greatest value if

$$
\tan x \tan y=\tan x \tan z=\tan y \tan z,
$$

i.e. if

$$
\tan x=\tan y=\tan z
$$

and consequently at

$$
x=y=z=\frac{\pi}{6} .
$$

67. We have

$$
\begin{gathered}
\frac{1}{n+1}+\frac{1}{n+2}+\ldots+\frac{1}{3 n}+\frac{1}{3 n+1}=\left(\frac{1}{n+1}+\frac{1}{3 n+1}\right)+ \\
+\left(\frac{1}{n+2}+\frac{1}{3 n}\right)+\ldots+\frac{1}{2 n+1}=\frac{4 n+2}{(n+1)(3 n+1)}+ \\
+\frac{4 n+2}{(n+2) 3 n}+\ldots+\frac{4 n+2}{2(2 n+1)^{2}}> \\
\quad>(4 n+2)\left\{\frac{n}{(2 n+1)^{2}}+\frac{1}{2(2 n+1)^{2}}\right\}=1
\end{gathered}
$$

68. Put

$$
a=\alpha^{2}
$$

It is required to prove that

$$
\alpha^{2 n}-1 \geqslant n\left(\alpha^{n+1}-\alpha^{n-1}\right)
$$

Or, which is the same,

$$
\alpha^{2 n}-1 \geqslant n \alpha^{n-1}\left(\alpha^{2}-1\right), \frac{\alpha^{2 n}-1}{\alpha^{2}-1} \geqslant n \alpha^{n-1} .
$$

But

$$
\begin{aligned}
\frac{\alpha^{2 n}-1}{\alpha^{2}-1}=\alpha^{2(n-1)}+\alpha^{2(n-2)}+\ldots+\alpha^{2} & +1 \geqslant \\
& \geqslant n \sqrt[n]{\alpha^{2} \cdot \alpha^{4} \ldots \alpha^{2 n-2}}
\end{aligned}
$$

(using the theorem on the arithmetic and the geometric mean of several numbers).

Since

$$
2+4+\ldots+(2 n-2)=n(n-1)
$$

we have indeed

$$
\frac{\alpha^{2 n}-1}{\alpha^{2}-1} \geqslant n \alpha^{n-1}
$$

69. Rewrite the sum in the following way

$$
\begin{aligned}
1+\frac{1}{2} & +\left(\frac{1}{3}+\frac{1}{2^{2}}\right)+\left(\frac{1}{5}+\frac{1}{6}+\frac{1}{7}+\frac{1}{2^{3}}\right)+\ldots+ \\
& +\left(\frac{1}{2^{n-2}+1}+\ldots+\frac{1}{2^{n-1}}\right)+\frac{1}{2^{n-1}+1}+\ldots+\frac{1}{2^{n}-1} .
\end{aligned}
$$

Each of the bracketed expressions exceeds $\frac{1}{2}$ and, consequently, the total sum is more than $\frac{n}{2}$. On the other hand, the
sum may be rewritten as

$$
\begin{aligned}
1+\left(\frac{1}{2}+\frac{1}{3}\right)+\left(\frac{1}{4}+\right. & \left.\frac{1}{5}+\frac{1}{6}+\frac{1}{7}\right)+\ldots+ \\
& +\left(\frac{1}{2^{n-1}}+\frac{1}{2^{n-1}+1}+\ldots+\frac{1}{2^{n}-1}\right) .
\end{aligned}
$$

But each of the bracketed expressions is less than unity, and, consequently, the total sum is less than $n$.
70. On transformation we get the inequality

$$
\begin{aligned}
& (a+c)(a+b)(b+d)(c+d)- \\
& \quad-(a+b+c+d)(c+d) a b- \\
& \quad-(a+b+c+d) c d(a+b) \geqslant 0
\end{aligned}
$$

or the following one

$$
(a d-b c)^{2} \geqslant 0
$$

## SOLUTIONS TO SECTION 9

1. Putting in the basic formula $n=1$, we find

$$
v_{2}=3 v_{1}-2 v_{0}=3 \cdot 3-2 \cdot 2=5=2^{2}+1
$$

Suppose that

$$
v_{k}=2^{k}+1 \quad(k=1,2, \ldots, n)
$$

and let us prove that

$$
v_{n+1}=2^{n+1}+1 .
$$

Indeed

$$
\begin{aligned}
& v_{n+1}=3 v_{n}-2 v_{n-1}=3\left(2^{n}+1\right)-2\left(2^{n-1}+1\right)= \\
& \quad=3 \cdot 2^{n}+3-2^{n}-2=2^{n}(3-1)+1=2^{n+1}+1
\end{aligned}
$$

2. Solved as the preceding problem.
3. As is easily seen, the required relation is indeed valid at $n=1$.

Assuming its validity at the subscript equal to $n$, let us prove that it is also valid at the subscript equal to $n+1$.

Indeed

$$
\begin{aligned}
& \frac{a_{n+1}-\sqrt{A}}{a_{n+1}+\sqrt{\bar{A}}}=\frac{\frac{1}{2}\left(a_{n}+\frac{A}{a_{n}}\right)-\sqrt{\bar{A}}}{\frac{1}{2}\left(a_{n}+\frac{A}{a_{n}}\right)+\sqrt{\bar{A}}}= \\
& \quad=\frac{a_{n}^{2}-2 \sqrt{\bar{A}} a_{n}+A}{a_{n}^{2}+2 \sqrt{\bar{A}} a_{n}+A}=\left(\frac{a_{n}-\sqrt{\bar{A}}}{a_{n}+\sqrt{\bar{A}}}\right)^{2} .
\end{aligned}
$$

But by supposition

$$
\frac{a_{n}-\sqrt{\bar{A}}}{a_{n}+\sqrt{\bar{A}}}=\left(\frac{a_{1}-\sqrt{\bar{A}}}{a_{1}+\sqrt{\bar{A}}}\right)^{2^{n-1}}
$$

Therefore
$\frac{a_{n+1}-\sqrt{\bar{A}}}{a_{n+1}+\sqrt{\bar{A}}}=\left(\frac{a_{n}-\sqrt{\bar{A}}}{a_{n}+\sqrt{\bar{A}}}\right)^{2}=$

$$
=\left(\frac{a_{1}-\sqrt{A}}{a_{1}+\sqrt{\bar{A}}}\right)^{2 \cdot 2^{n-1}}=\left(\frac{a_{1}-\sqrt{A}}{a_{1}+\sqrt{\bar{A}}}\right)^{2^{n}} .
$$

4. We have
$a_{2}=\frac{a_{0}+a_{1}}{2}, \quad a_{3}=\frac{a_{1}+a_{2}}{2}, \quad a_{4}=\frac{a_{2}+a_{3}}{2}, \quad a_{5}=\frac{a_{3}+a_{4}}{2}, \ldots$.
Hence
$a_{2}-a_{1}=\frac{a_{0}-a_{1}}{2}, \quad a_{3}-a_{2}=\frac{a_{1}-a_{2}}{2}, \quad a_{4}-a_{3}=\frac{a_{2}-a_{3}}{2}, \ldots$
Consequently

$$
\begin{aligned}
& a_{2}-a_{1}=-\frac{a_{1}-a_{0}}{2}, \\
& a_{3}-a_{2}=\frac{a_{1}-a_{2}}{2}=\frac{a_{1}-a_{0}}{2^{2}}, \\
& a_{4}-a_{3}=-\frac{a_{1}-a_{0}}{2^{3}},
\end{aligned}
$$

It is easy to see that there exists the following general formula

$$
a_{n}-a_{n-1}=(-1)^{n-1} \frac{a_{1}-a_{0}}{2^{n-1}} .
$$

Adding term by term all the last formulas, we have

$$
\begin{aligned}
& a_{n}-a_{1}=-\frac{a_{1}-a_{0}}{2}+\frac{a_{1}-a_{0}}{2^{2}}-\frac{a_{1}-a_{0}}{2^{3}}+\ldots+(-1)^{n-1} \frac{a_{1}-a_{0}}{2^{n-1}}= \\
&=-\frac{a_{1}-a_{0}}{2}\left(1-\frac{1}{2}+\frac{1}{2^{2}}+\ldots+(-1)^{n-2} \frac{1}{2^{n-2}}\right)= \\
&=\frac{a_{1}-a_{0}}{3}\left\{(-1)^{n-1} \frac{1}{2^{n-1}}-1\right\} .
\end{aligned}
$$

Hence, finally,

$$
a_{n}=\frac{2 a_{1}+a_{0}}{3}+(-1)^{n-1} \frac{a_{1}-a_{0}}{3 \cdot 2^{n-1}} .
$$

5. Consider the relationship

$$
a_{k}=3 a_{k-1}+1
$$

Putting here $k$ equal to $2,3,4, \ldots, n$, we get

$$
\sum_{k=2}^{n} a_{k}=3 \sum_{k=2}^{n} a_{k-1}+n-1 .
$$

Put

$$
a_{1}+a_{2}+\ldots+a_{n}=S
$$

We then have

$$
S-a_{1}=3\left(S-a_{n}\right)+n-1
$$

Consequently

$$
S=\frac{1}{2}\left\{3 a_{n}-a_{1}-n+1\right\}
$$

It remains to express $a_{n}$ in terms of $a_{1}$. We have

$$
a_{n}=3 a_{n-1}+1, \quad a_{n-1}=3 a_{n-2}+1
$$

Hence

Therefore

$$
a_{n}-a_{n-1}=3\left(a_{n-1}-a_{n-2}\right) .
$$

$$
\begin{aligned}
& a_{n}-a_{n-1}=3\left(a_{n-1}-a_{n-2}\right)=3^{2}\left(a_{n-2}-a_{n-3}\right)= \\
& \quad=3^{3}\left(a_{n-3}-a_{n-4}\right)=\ldots=3^{n-2}\left(a_{2}-a_{1}\right)
\end{aligned}
$$

But

$$
a_{2}=3 a_{1}+1=7
$$

And so

$$
a_{n}-a_{n-1}=5 \cdot 3^{n-2}
$$

Putting here $n$ equal to $2,3,4, \ldots, n$, we have

$$
\begin{gathered}
a_{2}-a_{1}=5 \cdot 1, \\
a_{3}-a_{2}=5 \cdot 3, \\
a_{4}-a_{3}=5 \cdot 3^{2}, \\
\cdots \cdots \cdots \cdot \\
a_{n}-a_{n-1}=5 \cdot 3^{n-2} .
\end{gathered}
$$

Adding these equalities termwise, we find

$$
\begin{aligned}
a_{n}-a_{1}=5\left(1+3+3^{2}+\ldots+\right. & \left.3^{n-2}\right)= \\
& =\frac{5}{2}\left(3^{n-1}-1\right)
\end{aligned}
$$

Rewrite the expression for $S$ in the following way

$$
\begin{aligned}
S= & \frac{1}{2}\left\{3\left(a_{n}-a_{1}\right)+2 a_{1}-n+1\right\}= \\
& =\frac{1}{2}\left\{\frac{15}{2}\left(3^{n-1}-1\right)+4-n+1\right\}=\frac{1}{4}\left\{5\left(3^{n}-1\right)-2 n\right\} .
\end{aligned}
$$

6. We have

$$
\begin{aligned}
a_{n} & =k a_{n-1}+l, \\
a_{n-1} & =k a_{n-2}+l .
\end{aligned}
$$

Consequently

$$
\begin{aligned}
a_{n}-a_{n-1}=k\left(a_{n-1}-a_{n-2}\right)=k^{2}\left(a_{n-2}-a_{n-3}\right) & =\ldots= \\
& =k^{n-2}\left(a_{2}-a_{1}\right) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& a_{2}-a_{1}=\left(a_{2}-a_{1}\right), \\
& a_{3}-a_{2}=k\left(a_{2}-a_{1}\right), \\
& a_{4}-a_{3}=k^{2}\left(a_{2}-a_{1}\right), \\
& \cdots \cdots \cdot \cdot \cdot \cdot \cdot \cdot \\
& a_{n}-a_{n-1}=k^{n-2}\left(a_{2}-a_{1}\right) .
\end{aligned}
$$

Adding these equalities, we find

$$
a_{n}=k^{n-1} a_{1}+\frac{k^{n-1}-1}{k-1} l .
$$

7. Rewrite the given relationship in the following manner

$$
a_{n+1}-a_{n}-\left(a_{n}-a_{n-1}\right)=1
$$

Put

$$
a_{n}-a_{n-1}=x_{n} \quad(n=2,3,4, \ldots)
$$

We then have

$$
x_{n+1}-x_{n}=1
$$

Putting here $n$ equal to $2,3, \ldots, n-1$ and adding, we find

$$
x_{n}-x_{2}=n-2
$$

Putting then in the equality

$$
a_{n}-a_{n-1}=x_{n}
$$

$n=3,4, \ldots, n$ and adding, we get

$$
a_{n}-a_{2}=x_{3}+x_{4}+\ldots+x_{n}
$$

And so

$$
a_{n}=a_{2}+x_{3}+x_{4}+\ldots+x_{n} .
$$

But

$$
\begin{aligned}
\sum_{k=3}^{n} x_{k}=\sum_{k=3}^{n}\left(x_{2}+k-2\right)=(n-2) & x_{2}+(n-2)+ \\
& +(n-3)+\ldots+1=(n-2) x_{2}+\frac{(n-1)(n-2)}{2}
\end{aligned}
$$

Hence

$$
\begin{aligned}
& a_{n}=a_{2}+(n-2) x_{2}+\frac{(n-1)(n-2)}{2}= \\
& =a_{2}+(n-2)\left(a_{2}-a_{1}\right)+\frac{(n-1)(n-2)}{2}= \\
& =\frac{(n-1)(n-2)}{2}+(n-1) a_{2}-(n-2) a_{1}
\end{aligned}
$$

8. Put

$$
a_{n+2}-a_{n+1}=x_{n}
$$

Then the following relationship will take place

$$
x_{n+1}-2 x_{n}+x_{n-1}=1
$$

Using the result of the preceding problem we have

$$
x_{n}=\frac{(n-1)(n-2)}{2}+(n-1) x_{2}-(n-2) x_{1} .
$$

But it is obvious that

$$
a_{n}-a_{2}=x_{1}+x_{2}+\ldots+x_{n-2}=\sum_{k=1}^{n-2} x_{k} .
$$

Consequently

$$
\begin{aligned}
a_{n}-a_{2}=\frac{1}{2} \sum_{k=1}^{n-2}(k-1) & (k-2)+ \\
& +x_{2} \sum_{k=1}^{n-2}(k-1)-x_{1} \sum_{k=1}^{n-2}(k-2) .
\end{aligned}
$$

Finally

$$
\begin{aligned}
a_{n}=\frac{(n-1)(n-2)}{2} a_{3}- & (n-3)(n-1) a_{2}+ \\
& +\frac{(n-2)(n-3)}{2} a_{1}+\frac{(n-1)(n-2)(n-3)}{6} .
\end{aligned}
$$

9. The required formulas can be deduced by the method of mathematical induction. It is evident that they take place at $n=1$. Since

$$
a_{n}=\frac{a_{n-1}+b_{n-1}}{2},
$$

assuming that the formulas are valid at $n-1$, let us prove their validity at $n$. By supposition, we have
$a_{n-1}=a+\frac{2}{3}(b-a)\left(1-\frac{1}{4^{n-1}}\right)$,

$$
b_{n-1}=a+\frac{2}{3}(b-a)\left(1+\frac{1}{2 \cdot 4^{n-1}}\right) .
$$

Then

$$
a_{n}=\frac{a_{n-1}+b_{n-1}}{4}=a+\frac{2}{3}(b-a)\left(1-\frac{1}{4^{n}}\right)
$$

and, consequently, this formula takes place for any whole positive $n$. It only remains to prove that the formula for $b_{n}$ is true for any whole positive $n$ as well.

We have

$$
b_{n}=\frac{a_{n}+b_{n-1}}{2}=a+\frac{2}{3}(b-a)\left(1+\frac{1}{2 \cdot 4^{n}}\right)
$$

and the proof is completed.
However, this problem can be solved in quite a different way. It is obvious that

$$
a_{n}=\frac{a_{n-1}+b_{n-1}}{2}, \quad b_{n}=\frac{a_{n-1}+3 b_{n-1}}{4} .
$$

Multiplying both members of these equalities by some factor $\lambda$, we get

$$
a_{n}+\lambda b_{n}=\left(\frac{1}{2}+\frac{1}{4} \lambda\right) a_{n-1}+\left(\frac{1}{2}+\frac{3}{4} \lambda\right) b_{n-1} .
$$

Let us choose $\lambda$ so that

$$
\frac{1}{2}+\frac{3}{4} \lambda=\left(\frac{1}{2}+\frac{1}{4} \lambda\right) \lambda .
$$

There will be two required values of $\lambda$, and they will be the roots of the equation

$$
\lambda^{2}-\lambda-2=0
$$

i.e. will be equal to $\lambda_{1}=2$ and $\lambda_{2}=-1$.

And so, at these values of $\lambda$ there exists the equality

$$
a_{n}+\lambda b_{n}=\left(\frac{1}{2}+\frac{1}{4} \lambda\right)\left(a_{n-1}+\lambda b_{n-1}\right)
$$

which holds true for all whole positive values of $n$. Putting here $n$ consecutively equal to $1,2,3, \ldots, n$, we get

$$
\begin{gathered}
a_{1}+\lambda b_{1}=\left(\frac{1}{2}+\frac{1}{4} \lambda\right)(a+\lambda b), \\
a_{2}+\lambda b_{2}=\left(\frac{1}{2}+\frac{1}{4} \lambda\right)\left(a_{1}+\lambda b_{1}\right) \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdot \\
a_{n}+\lambda b_{n}=\left(\frac{1}{2}+\frac{1}{4} \lambda\right)\left(a_{n-1}+\lambda b_{n-1}\right) .
\end{gathered}
$$

Multiplying these equalities termwise, we find

$$
a_{n}+\lambda b_{n}=\left(\frac{1}{2}+\frac{1}{4} \lambda\right)^{n}(a+\lambda b)
$$

for any whole positive $n$ and at $\lambda=2$ and -1 . Substituting these values of $\lambda$, we find

$$
\begin{aligned}
& a_{n}+2 b_{n}=a+2 b, \\
& a_{n}-b_{n}=\frac{1}{4^{n}}(a-b),
\end{aligned}
$$

wherefrom we have indeed

$$
\begin{aligned}
a_{n}=a+\frac{2}{3}(b-a)\left(1-\frac{1}{4^{n}}\right) & \\
& \\
b_{n} & =a+\frac{2}{3}(b-a)\left(1+\frac{1}{2 \cdot 4^{n}}\right) .
\end{aligned}
$$

10. We have

$$
\begin{aligned}
& x_{n}=x_{n-1}+2 \sin ^{2} \alpha y_{n-1}, \\
& y_{n}=2 \cos ^{2} \alpha x_{n-1}+y_{n-1} .
\end{aligned}
$$

Multiplying the second equality by $\lambda$ and adding the first one, we get

$$
x_{n}+\lambda y_{n}=\left(1+2 \lambda \cos ^{2} \alpha\right) x_{n-1}+\left(2 \sin ^{2} \alpha+\lambda\right) y_{n-1} \cdot
$$

Let us choose $\lambda$ so that the following equality takes place

$$
\left(2 \sin ^{2} \alpha+\lambda\right)=\lambda\left(1+2 \lambda \cos ^{2} \alpha\right)
$$

Hence

$$
\lambda= \pm \tan \alpha
$$

We then obtain

$$
\left(x_{n}+\lambda y_{n}\right)=\left(1+2 \lambda \cos ^{2} \alpha\right)\left(x_{n-1}+\lambda y_{n-1}\right)
$$

or

$$
\left(x_{n}+\lambda y_{n}\right)=\left(1+2 \lambda \cos ^{2} \alpha\right)^{n}\left(x_{0}+\lambda y_{0}\right) .
$$

Substituting the values of $x_{0}$ and $y_{0}$ and putting in succes$\operatorname{sion} \lambda=\tan \alpha$ and $\lambda=-\tan \alpha$, we find the following two equalities

$$
\begin{aligned}
& x_{n}+y_{n} \cdot \tan \alpha=(1+\sin 2 \alpha)^{n} \sin \alpha \\
& x_{n}-y_{n} \cdot \tan \alpha=-(1-\sin 2 \alpha)^{n} \sin \alpha .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& x_{n}=\frac{1}{2} \sin \alpha\left\{(1+\sin 2 \alpha)^{n}-(1-\sin 2 \alpha)^{n}\right\} \\
& y_{n}=\frac{1}{2} \cos \alpha\left\{(1+\sin 2 \alpha)^{n}+(1-\sin 2 \alpha)^{n}\right\}
\end{aligned}
$$

11. As in the two previous problems, we get

$$
\begin{aligned}
& x_{n}+\lambda_{1} y_{n}=\mu_{1}^{n}\left(x_{0}+\lambda_{1} y_{0}\right), \\
& x_{n}+\lambda_{2} y_{n}=\mu_{2}^{n}\left(x_{0}+\lambda_{2} y_{0}\right),
\end{aligned}
$$

where $\mu_{1}=\alpha+\lambda_{1} \gamma, \mu_{2}=\alpha+\lambda_{2} \gamma, \lambda_{1}$ and $\lambda_{2}$ being the roots of the quadratic equation

$$
(\beta+\lambda \delta)=\lambda(\alpha+\lambda \gamma) .
$$

If $\lambda_{1} \neq \lambda_{2}$, then we have two equations for determining two unknowns $x_{n}$ and $y_{n}$, and the problem is solved.

Let us now assume that $\lambda_{1}=\lambda_{2}$. Then $\mu_{1}=\mu_{2}$ and the two equations coincide. To determine $x_{n}$ and $y_{n}$ proceed as follows.

We have

$$
\begin{equation*}
x_{n}=-\lambda_{1} y_{n}+\mu_{1}^{n}\left(x_{0}+\lambda_{1} y_{0}\right) . \tag{*}
\end{equation*}
$$

Substituting the value of $x_{n}$ into the second of the original equalities, we find

$$
y_{n}=\gamma\left[-\lambda_{1} y_{n-1}+\mu_{1}^{n-1}\left(x_{0}+\lambda_{1} y_{0}\right)\right]+\delta y_{n-1} .
$$

Hence

$$
y_{n}+\left(\gamma \lambda_{1}--\delta\right) y_{n-1}=\gamma \mu_{1}^{n-1}\left(x_{0}+\lambda_{1} y_{0}\right) .
$$

Put $y_{n}=\mu_{1}^{n} z_{n}$. Then for $z_{n}$ we obtain the following relation

$$
\mu_{1} z_{n}+\left(\gamma \lambda_{1}-\delta\right) z_{n-1}=\gamma\left(x_{0}+\lambda_{1} y_{0}\right)
$$

or

$$
z_{n}=\frac{\delta-\gamma \lambda_{1}}{\mu_{1}} z_{n-1}+\frac{\gamma}{\mu_{1}}\left(x_{0}+\lambda_{1} y_{0}\right),
$$

wherefrom we find $z_{n}$ (see Problem 6) and then $y_{n} ; x_{n}$ is found by the formula (*).
12. Rewrite the given relationship in the following way

$$
x_{n}-\alpha x_{n-1}-\beta x_{n-2}=0 .
$$

Put

$$
\alpha=a+b, \quad \beta=-a b
$$

(i.e. $a$ and $b$ are the roots of the quadratic equation $s^{2}$ -
$-\alpha s-\beta=0$ ). Then we have

$$
\begin{aligned}
& x_{n}-a x_{n-1}-b x_{n-1}+a b x_{n-2}=0 \\
& x_{n}-a x_{n-1}-b\left(x_{n-1}-a x_{n-2}\right)=0 .
\end{aligned}
$$

Put

$$
x_{n}-a x_{n-1}=y_{n}
$$

The given relationship takes the form

$$
y_{n}-b y_{n-1}=0
$$

Hence

$$
\begin{aligned}
y_{n} & =b y_{n-1}, \\
y_{n-1} & =b y_{n-2},
\end{aligned}
$$

$$
y_{2}=b y_{1} .
$$

Consequently

$$
y_{n}=b^{n-1} y_{1} .
$$

For finding $x_{n}$ we now have

$$
x_{n}-a x_{n-1}=b^{n-1} y_{1} .
$$

Put $x_{n}=b^{n} z_{n}$, then

$$
b z_{n}-a z_{n-1}=y_{1}
$$

or

$$
z_{n}=\frac{a}{b} z_{n-1}+\frac{y_{1}}{b} .
$$

Using the result of Problem 6, we find

$$
z_{n}=\left(\frac{a}{b}\right)^{n-1} z_{1}+\frac{\left(\frac{a}{b}\right)^{n-1}-1}{\frac{a}{b}-1} \frac{y_{1}}{b}
$$

Performing simple transformations, we finally obtain

$$
x_{n}=\frac{a^{n}-b^{n}}{a-b} x_{1}-a b \frac{a^{n-1}-b^{n-1}}{a-b} x_{0} .
$$

However, this problem can be solved by the method used in the previous problem, if we consider two sequences $x_{n}$ and $y_{n}$ defined by the relationships

$$
x_{n}=\alpha x_{n-1}+\beta y_{n-1}, \quad y_{n}=1 \cdot x_{n-1}+0 \cdot y_{n-1}
$$

13. Solved as the preceding problem. In this case

$$
a=1, \quad b=-\frac{q}{p+q} .
$$

14. Considering the two variables $y_{n}$ and $z_{n}$, determined by the relationships

$$
y_{n}=\alpha y_{n-1}+\beta z_{n-1}, \quad z_{n}=\gamma y_{n-1}+\delta z_{n-1}
$$

we put

$$
\frac{y_{n}}{z_{n}}=x_{n} .
$$

Then the variable $x_{n}$ will satisfy the given relationship

$$
x_{n}=\frac{\alpha x_{n-1}+\beta}{\gamma x_{n-1}+\delta},
$$

and the solution of our problem will be reduced to that of Problem 11. For instance, in the given particular case

$$
x_{n}=\frac{x_{n-1}+1}{x_{n-1}+3}
$$

we have

$$
y_{n}=y_{n-1}+z_{n-1}, \quad z_{n}=y_{n-1}+3 z_{n-1}
$$

and so on.
The second particular case

$$
x_{n}=\frac{x_{n-1}}{2 x_{n-1}+1}
$$

is readily considered in the following way.
Rewrite this relationship as follows

$$
\frac{1}{x_{n}}=\frac{2 x_{n-1}+1}{x_{n-1}}=2+\frac{1}{x_{n-1}} .
$$

Then

$$
\frac{1}{x_{n}}-\frac{1}{x_{n-1}}=2
$$

Putting here $n=1,2,3, \ldots, n$ and adding, we get

$$
\frac{1}{x_{n}}-\frac{1}{x_{0}}=2 n, \quad x_{n}=\frac{x_{0}}{2 n x_{0}+1} .
$$

15. It is easily seen that

$$
a_{n+1} b_{n+1} \doteq a_{n} b_{n}
$$

and, consequently,

$$
a_{n} b_{n}=a_{0} b_{0}
$$

at any whole $n$.
But

$$
\begin{aligned}
\frac{\sqrt{a_{n}}-\sqrt{b_{n}}}{\sqrt{a_{n}}+\sqrt{b_{n}}}= & \frac{a_{n}-\sqrt{a_{n} b_{n}}}{a_{n}+\sqrt{a_{n} b_{n}}}=\frac{a_{n}-\sqrt{a_{n-1} b_{n-1}}}{a_{n}+\sqrt{a_{n-1} b_{n-1}}}= \\
& =\frac{\frac{a_{n-1}+b_{n-1}}{2}-\sqrt{a_{n-1} b_{n-1}}}{\frac{a_{n-1}+b_{n-1}}{2}+\sqrt{\overline{a_{n-1} b_{n-1}}}}=\left(\frac{\sqrt{a_{n-1}}-\sqrt{\overline{b_{n-1}}}}{\sqrt{a_{n-1}}+\sqrt{b_{n-1}}}\right)^{2} .
\end{aligned}
$$

Put $\frac{\sqrt{a_{n}}-V \overline{b_{n}}}{\sqrt{a_{n}}+\sqrt{b_{n}}}=u_{n}$. Then we have

$$
\begin{gathered}
u_{n-1}=u_{n-2}^{2}, \\
u_{n-2}=u_{n-3}^{2}, \\
\cdots \cdots \\
u^{2}=u_{1}^{2}, \\
u_{1}=u_{0}^{2} .
\end{gathered}
$$

Raising consecutively these equalities to the powers 1,2 , $2^{2}, \ldots, 2^{n-2}$, we find

$$
u_{n-1}=u_{0}^{2^{n-1}}
$$

But

$$
\begin{aligned}
u_{n-1} & =\frac{\sqrt{a_{n-1}}-\sqrt{b_{n-1}}}{\sqrt{a_{n-1}}+\sqrt{b_{n-1}}}=\frac{a_{n-1}-\sqrt{a_{0} b_{0}}}{a_{n-1}+\sqrt{a_{0} b_{0}}}, \\
u_{0} & =\frac{\sqrt{a_{0}}-\sqrt{b_{0}}}{\sqrt{a_{0}}+\sqrt{\bar{b}_{0}}}=\frac{a_{0}-\sqrt{\overline{a_{0} b_{0}}}}{a_{0}+\sqrt{a_{0} b_{0}}} .
\end{aligned}
$$

Therefore we have

$$
\frac{a_{n-1}-\sqrt{a_{0} b_{0}}}{a_{n-1}+\sqrt{a_{0} b_{0}}}=\left(\frac{a_{0}-\sqrt{\overline{a_{0} b_{0}}}}{a_{0}+\sqrt{a_{0} b_{0}}}\right)^{2^{n-1}} .
$$

16. We have

$$
\begin{aligned}
& \frac{1}{(2 k)^{3}-2 k}=\frac{1}{2 k} \cdot \frac{1}{(2 k)^{2}-1}=\frac{1}{4 k}\left[\frac{1}{2 k-1}-\frac{1}{2 k+1}\right]= \\
&=\frac{1}{2}\left\{\frac{2 k-(2 k-1)}{2 k(2 k-1)}-\frac{(2 k+1)-2 k}{2 k(2 k+1)}\right\}= \\
&=\frac{1}{2}\left\{\frac{1}{2 k-1}-\frac{1}{2 k}-\frac{1}{2 k}+\frac{1}{2 k+1}\right\} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \sum_{k=1}^{n} \frac{1}{(2 k)^{3}-2 k}=\frac{1}{2}\left\{\left(1+\frac{1}{3}+\ldots+\frac{1}{2 n-1}\right)+\right. \\
& \left.+\left(\frac{1}{3}+\frac{1}{5}+\ldots+\frac{1}{2 n-1}\right)+\frac{1}{2 n+1}-2\left(\frac{1}{2}+\frac{1}{4}+\ldots+\frac{1}{2 n}\right)\right\}= \\
& \quad=\frac{1}{2}\left\{2\left(1+\frac{1}{3}+\ldots+\frac{1}{2 n-1}\right)-1+\frac{1}{2 n+1}-\right. \\
& \left.-2\left(\frac{1}{2}+\frac{1}{4}+\ldots+\frac{1}{2 n}\right)\right\}=\left(1+\frac{1}{3}+\frac{1}{5}+\ldots+\frac{1}{2 n-1}\right)- \\
& -\left(\frac{1}{2}+\frac{1}{4}+\ldots+\frac{1}{2 n}\right)-\frac{n}{2 n+1} .
\end{aligned}
$$

Hence
$\sum_{k=1}^{n} \frac{1}{(2 k)^{3}-2 k}+\frac{n}{2 n+1}=1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\ldots+\frac{1}{2 n-1}-$

$$
-\frac{1}{2 n}=\frac{1}{n+1}+\frac{1}{n+2}+\ldots+\frac{1}{2 n}
$$

(see Problem 33, Sec. 1).
17. Let us denote our expression by $\varphi_{n}(x)$. We have $\varphi_{1}(x)=(1-x)+x=1$,

$$
\varphi_{2}(x)=(1-x)\left(1-x^{2}\right)+x\left(1-x^{2}\right)+x^{2}=1
$$

wherefrom we can assume that $\varphi_{n}(x)=1$ for any $n$. It is easily seen that the following relation takes place

$$
\varphi_{n+1}(x)=\left(1-x^{n+1}\right) \varphi_{n}(x)+x^{n+1} .
$$

Assuming $\varphi_{n}(x)=1$, from the last relation we obtain $\varphi_{n+1}(x)=1$. But since $\varphi_{1}(x)=1$, it follows that $\varphi_{n}(x)=$ $=1$ for any whole positive $n$.
18. Put

$$
\frac{x}{1-x^{2}}+\frac{x^{2}}{1-x^{4}}+\ldots+\frac{x^{2^{n-1}}}{1-x^{2^{n}}}=\varphi_{n}(x) .
$$

Then

$$
\varphi_{n+1}(x)=\varphi_{n}(x)+\frac{x^{2^{n}}}{1-x^{2^{n+1}}} .
$$

Now it is easy to prove the required formula using the induction method.
19. Put

$$
(1+x)\left(1+x^{2}\right)\left(1+x^{2^{2}}\right) \cdots\left(1+x^{2^{n-1}}\right)=X .
$$

Multiplying both members by $1-x$, we find

$$
\begin{aligned}
X(1-x) & =[(1-x)(1+x)]\left(1+x^{2}\right)\left(1+x^{2^{2}}\right) \ldots\left(1+x^{2^{n-1}}\right)= \\
& =\left[\left(1-x^{2}\right)\left(1+x^{2}\right)\right]\left(1+x^{2^{2}}\right) \ldots\left(1+x^{2^{n-1}}\right)= \\
& =\left[\left(1-x^{4}\right)\left(1+x^{4}\right)\right]\left(1+x^{8}\right) \ldots\left(1+x^{2^{n-1}}\right)=\ldots=1-x^{2^{n}} .
\end{aligned}
$$

Hence

$$
X=\frac{1-x^{2^{n}}}{1-x}=1+x+x^{2}+x^{3}+\ldots+x^{2^{n}-1}
$$

20. We have

$$
\begin{gathered}
1+\frac{1}{a}=\frac{a+1}{a}, \\
1+\frac{1}{a}+\frac{a+1}{a b}=\frac{a+1}{a}+\frac{a+1}{a b}=\frac{(a+1)(b+1)}{a b} .
\end{gathered}
$$

Let us assume that

$$
\begin{aligned}
& 1+\frac{1}{a}+\frac{a+1}{a b}+\ldots+\frac{(a+1)(b+1) \ldots(s+1)}{a b c \ldots s k}= \\
& =\frac{(a+1)(b+1) \ldots(s+1)(k+1)}{a b c \ldots s k} .
\end{aligned}
$$

Adding $\frac{(a+1)(b+1) \ldots(s+1)(k+1)}{a b c \ldots s k l}$ to both members, we
get

$$
\begin{gathered}
\frac{(a+1)(b+1) \ldots(s+1)(k+1)}{a b c \ldots s k}+\frac{(a+1)(b+1) \ldots(s+1)(k+1)}{a b c \ldots \operatorname{skl}}= \\
=\frac{(a+1)(b+1) \ldots(k+1)(l+1)}{a b c \ldots s k l}
\end{gathered}
$$

and the formula is proved by the induction method.
21. We have

$$
\begin{aligned}
& \frac{b}{a(a+b)}=\frac{(a+b)-a}{a(a+b)}=\frac{1}{a}-\frac{1}{a+b}, \\
& \frac{c}{(a+b)(a+b+c)}=\frac{(a+b+c)-(a+b)}{(a+b)(a+b+c)}=\frac{1}{a+b}-\frac{1}{a+b+c}, \\
& \frac{l}{(a+b+\ldots+k)(a+b+\ldots+k+l)}=\frac{1}{a+b+\ldots+k}- \\
& -\frac{1}{a+b+\ldots+k+l} .
\end{aligned}
$$

Adding these equalities term by term, we find

$$
\begin{aligned}
& \frac{b}{a(a+b)}+\frac{c}{(a+b)(a+b+c)}+\ldots+ \\
& \quad+\frac{l}{(a+b+\ldots+k)(a+b+\ldots+k+l)}= \\
& \quad=\frac{1}{a}-\frac{1}{a+b+\ldots+k+l}=\frac{b+c+\ldots+k+l}{a(a+b+c+\ldots+k+l)}
\end{aligned}
$$

and the identity is proved.
22. We have

$$
\begin{aligned}
F_{1}(z) & =\frac{q}{1-q}(1-z) \\
F_{1}(q z) & =\frac{q}{1-q}(1-q z)
\end{aligned}
$$

Hence
$1+F_{1}(z)-F_{1}(q z)=1+\frac{q}{1-q}(1-z)-\frac{q}{1-q}(1-q z)=1-q z$,
i.e. the identity is true at $n=1$.

But

$$
\begin{aligned}
F_{n}(z) & =F_{n-1}(z)+\frac{q^{n}}{1-q^{n}}(1-z)(1-q z) \ldots\left(1-q^{n-1} z\right) \\
F_{n}(q z) & =F_{n-1}(q z)+\frac{q^{n}}{1-q^{n}}(1-q z)\left(1-q^{2} z\right) \ldots\left(1-q^{n} z\right)
\end{aligned}
$$

Let us assume that the identity is true at $n-1$, i.e. that there exists the following equality

$$
1+F_{n-1}(z)-F_{n-1}(q z)=(1-q z)\left(1-q^{2} z\right) \ldots\left(1-q^{n-1} z\right) .
$$

We then have

$$
\begin{aligned}
& 1+F_{n}(z)-F_{n}(q z)=(1-q z)\left(1-q^{2} z\right) \cdots\left(1-q^{n-1} z\right)+ \\
& \quad+\frac{q^{n}}{1-q^{n}}(1-z)(1-q z) \ldots\left(1-q^{n-1} z\right)- \\
& \quad-\frac{q^{n}}{1-q^{n}}(1-q z)\left(1-q^{2} z\right) \ldots\left(1-q^{n} z\right)= \\
& =(1-q z)\left(1-q^{2} z\right) \ldots\left(1-q^{n-1} z\right)\left\{1+\frac{q^{n}}{1-q^{n}}(1-z)-\right. \\
& \left.-\frac{q^{n}}{1-q^{n}}\left(1-q^{n} z\right)\right\}=(1-q z)\left(1-q^{2} z\right) \ldots\left(1-q^{n-1} z\right)\left(1-q^{n} z\right),
\end{aligned}
$$

which proves the identity for any $n$.
23. Put, as in the preceding problem,

$$
\begin{aligned}
F_{n}(z)=\frac{q}{1-q}(1-z)+ & \frac{q^{2}}{1-q^{2}}(1-z)(1-q z)+\ldots+ \\
& +\frac{q^{n}}{1-q^{n}}(1-z)(1-q z) \ldots\left(1-q^{n-1} z\right) .
\end{aligned}
$$

Hence

$$
F_{n}\left(q^{-n}\right)=\sum_{k=1}^{n} \frac{q^{k}}{1-q^{k}}\left(1-\frac{1}{q^{n}}\right)\left(1-\frac{q}{q^{n}}\right) \ldots\left(1-\frac{q^{k-1}}{q^{n}}\right) .
$$

Let us prove that

$$
F_{n}\left(q^{-n}\right)=-n .
$$

We have (see the identity of the preceding problem)

$$
1+F_{n}\left(q^{-1}\right)-F_{n}(1)=0
$$

But

$$
F_{n}(1)=0 .
$$

Consequently

$$
F_{n}\left(q^{-1}\right)=-1
$$

Suppose

$$
F_{n}\left(q^{-n+1}\right)=-(n-1) .
$$

We have

$$
1+F_{n}\left(q^{-n}\right)-F_{n}\left(q^{-n+1}\right)=0
$$

Hence

$$
F_{n}\left(q^{-n}\right)=F_{n}\left(q^{-n+1}\right)-1=-(n-1)-1=-n .
$$

And so indeed

$$
\sum_{k=1}^{n} \frac{q^{k}}{1-q^{k}}\left(1-\frac{1}{q^{n}}\right)\left(1-\frac{q}{q^{n}}\right)\left(1-\frac{q^{k-1}}{q^{n}}\right)=-n
$$

Putting here $q^{-1}=a$, we get the required identity.
24. Put

$$
\begin{aligned}
u_{k} & =\frac{a(a-1) \ldots(a-k+1)}{b(b-1) \ldots(b-k+1)}, \\
u_{k+1} & =\frac{a(a-1) \ldots(a-k+1)(a-k)}{b(b-1) \ldots(b-k+1)(b-k)}
\end{aligned}
$$

Hence

$$
\frac{u_{k+1}}{u_{k}}=\frac{a-k}{b-k}, \quad(b-k) u_{k+1}=(a-k) u_{k} .
$$

Consequently

$$
\sum_{k=1}^{n} u_{k}(a-k)=\sum_{k=1}^{n} u_{k+1}(b+1-k-1) .
$$

But

$$
\sum_{k=1}^{n} u_{k}==S_{n} .
$$

Therefore

$$
\begin{aligned}
& a S_{n}-\sum_{k=1}^{n} k u_{k}=(b+1) \sum_{k=1}^{n} u_{k+1}-\sum_{k=1}^{n}(k+1) u_{k+1} \\
& a S_{n}-\sum_{k=1}^{n} k u_{k}=(b+1)\left(S_{n}+u_{n+1}-u_{1}\right)-\sum_{k=2}^{n+1} k u_{k}
\end{aligned}
$$

Hence

$$
\begin{aligned}
(a-b-1) & S_{n} \\
& =(b+1)\left(u_{n+1}-u_{1}\right)+ \\
& +u_{1}-(n+1) u_{n+1}=(b-n) u_{n+1}-b u_{1} .
\end{aligned}
$$

Now $S_{n}$ is readily found.
25. Proved easily by the induction method.
26. Both identities are easily proved by the induction method.
27. The left member is equal to

$$
\begin{gathered}
\sum_{k=1}^{n}\left(\frac{1}{2 k-1}-\frac{1}{4 k-2}-\frac{1}{4 k}\right)=\sum_{k=1}^{n}\left(\frac{1}{2 k-1}-\frac{1}{2} \cdot \frac{1}{2 k-1}-\frac{1}{4 k}\right)= \\
=\sum_{k=1}^{n}\left(\frac{1}{2} \cdot \frac{1}{2 k-1}-\frac{1}{2} \cdot \frac{1}{2 k}\right)=\frac{1}{2} \sum_{k=1}^{n}\left(\frac{1}{2 k-1}-\frac{1}{2 k}\right)= \\
=\frac{1}{2}\left(1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\cdots+\frac{1}{2 n-1}-\frac{1}{2 n}\right) .
\end{gathered}
$$

28. If a sequence of numbers $x_{n}$ is determined by the relationship

$$
x_{n}=\alpha x_{n-1}+\beta x_{n-2}
$$

at the given initial values $x_{0}$ and $x_{1}$, then there exists the following general expression for $x_{n}$

$$
x_{n}=\frac{a^{n}-b^{n}}{a-b} x_{1}-a b \frac{a^{n-1}-b^{n-1}}{a-b} x_{0},
$$

where $a$ and $b$ are the roots of the quadratic equation

$$
s^{2}-\alpha s-\beta=0
$$

(see Problem 12).
In our case we have the following relationship

$$
u_{n}=u_{n-1}+u_{n-2},
$$

i.e. $\alpha=\beta=1$ and $u_{0}=0, u_{1}=1$. Therefore

$$
u_{n}=\frac{a^{n}-b^{n}}{a-b},
$$

where $a$ and $b$ are the roots of the equation $s^{2}-s-1=0$, so that we may put

$$
a=\frac{1+\sqrt{5}}{2}, \quad b=\frac{1-\sqrt{5}}{2} .
$$

Finally,

$$
u_{n}=\frac{1}{\sqrt{5}}\left\{\left(\frac{1+\sqrt{5}}{2}\right)^{n}-\left(\frac{1-\sqrt{5}}{2}\right)^{n}\right\}
$$

Using this expression for $u_{n}$, we can easily check the validity of all the proposed relations (see Problem 6, Sec. 3). However the last expression for $u_{n}$ can be obtained in a different way.

We shall consider the quantities $u_{0}, u_{1}, u_{2}, u_{3}, \ldots$ as coefficients of some infinite series
$\varphi(x)=u_{1}+u_{2} x+u_{3} x^{2}+u_{4} x^{3}+\ldots+u_{n-1} x^{n-2}+u_{n} x^{n-1}+\ldots$ or

$$
\varphi(x)=\sum_{k=0}^{\infty} u_{k+1} x^{k} .
$$

Further

$$
\begin{aligned}
& x \varphi(x)=\sum_{k=0}^{\infty} u_{k+1} x^{k+1}=\sum_{k=1}^{\infty} u_{k} x^{k}, \\
& x^{2} \varphi(x)=\sum_{k=0}^{\infty} u_{k+1} x^{k+2}=\sum_{k=2}^{\infty} u_{k-1} x^{k} .
\end{aligned}
$$

Therefore
$\varphi(x)-x \varphi(x)-x^{2} \varphi(x)=$

$$
=\sum_{k=2}^{\infty}\left(u_{k+1}-u_{k}-u_{k-1}\right) x^{k}+u_{1}+u_{2} x-u_{1} x=1 .
$$

Hence (since $u_{k+1}-u_{k}-u_{k-1}=0$ )

$$
\varphi(x)\left(1-x-x^{2}\right)=1
$$

and

$$
\varphi(x)=\frac{1}{1-x-x^{2}} .
$$

But the expression $\frac{1}{1-x-x^{2}}$ can be represented in the following form (expanded into partial fractions)

$$
\begin{equation*}
\frac{1}{1-x-x^{2}}=\frac{1}{\alpha-\beta}\left\{\frac{\alpha}{1+\alpha x}-\frac{\beta}{1+\beta x}\right\}, \tag{*}
\end{equation*}
$$

where

$$
\alpha=\frac{\sqrt{5}-1}{2}, \quad \beta=-\frac{\sqrt{5}+1}{2}
$$

On the other hand,

$$
\begin{aligned}
& \frac{1}{1+\alpha x}=1-\alpha x+\alpha^{2} x^{2}+\ldots \\
& \frac{1}{1+\beta x}=1-\beta x+\beta^{2} x^{2}+\ldots
\end{aligned}
$$

Substituting these expressions into the equality (*), we find

$$
\frac{1}{1-x-x^{2}}=\sum_{k=0}^{\infty} \frac{1}{\sqrt{5}}\left\{\left(\frac{1+\sqrt{ } \overline{5}}{2}\right)^{k+1}-\left(\frac{1-\sqrt{5}}{2}\right)^{k+1}\right\} x^{k}
$$

Therefore, indeed

$$
u_{k+1}=\frac{1}{\sqrt{5}}\left\{\left(\frac{1+\sqrt{5}}{2}\right)^{k+1}-\left(\frac{1-\sqrt{5} 5}{2}\right)^{k+1}\right\} .
$$

By the way, all the ten identities of the present problem can be proved using the method of mathematical induction as well. Let us prove, for example, identities $7^{\circ}$ and $10^{\circ}$. At $n=1$ we have

$$
u_{2}^{2}=u_{1} u_{2}
$$

which is really true.
Let us assume that

$$
u_{1} u_{2}+u_{2} u_{3}+\ldots+u_{2 n-3} u_{2 n-2}=u_{2 n-2}^{2}
$$

and prove that

$$
\begin{aligned}
u_{1} u_{2}+u_{2} u_{3}+\ldots+ & u_{2 n-3} u_{2 n-2}+u_{2 n-2} u_{2 n-1}+ \\
& +u_{2 n-1} u_{2 n}=u_{2 n}^{2} .
\end{aligned}
$$

Indeed, by assumption we have

$$
\begin{gathered}
\left(u_{1} u_{2}+\ldots+u_{2 n-3} u_{2 n-2}\right)+u_{2 n-2} u_{2 n-1}+u_{2 n-1} u_{2 n}= \\
=u_{2 n-2}^{2}+u_{2 n-2} u_{2 n-1}+u_{2 n-1} u_{2 n}= \\
=u_{2 n-2}\left(u_{2 n-2}+u_{2 n-1}\right)+u_{2 n-1} u_{2 n}= \\
\quad=u_{2 n-2} u_{2 n}+u_{2 n-1} u_{2 n}= \\
\quad=u_{2 n}\left(u_{2 n-2}+u_{2 n-1}\right)=u_{2 n}^{2} .
\end{gathered}
$$

Now, as far as identity $10^{\circ}$ is concerned, it is readily checked at $n=1$.

## Let us assume that

$$
u_{n-1}^{4}-u_{n-3} u_{n-2} u_{n} u_{n+1}=1
$$

and prove that

$$
u_{n}^{4}-u_{n-2} u_{n-1} u_{n+1} u_{n+2}=1 .
$$

To this end it is sufficient to prove that

$$
u_{n}^{4}-u_{n-1}^{4}+u_{n-3} u_{n-2} u_{n} u_{n+1}-u_{n-2} u_{n-1} u_{n+1} u_{n+2}=0 .
$$

But we have

$$
\begin{gathered}
u_{n}^{4}-u_{n-1}^{4}+u_{n-3} u_{n-2} u_{n} u_{n+1}-u_{n-2} u_{n-1} u_{n+1} u_{n+2}= \\
=\left(u_{n}^{2}+u_{n-1}^{2}\right)\left(u_{n}+u_{n-1}\right)\left(u_{n}-u_{n-1}\right)+ \\
\quad \quad+u_{n-2} u_{n+1}\left(u_{n-3} u_{n}-u_{n-1} u_{n+2}\right)= \\
=u_{n+1} u_{n-2}\left\{u_{n}^{2}+u_{n-1}^{2}+u_{n-3} u_{n}-u_{n-1} u_{n+2}\right\}= \\
=u_{n+1} u_{n-2}\left\{u_{n-1}^{2}-u_{n-1} u_{n+2}+u_{n}\left(u_{n}+u_{n-3}\right)\right\}= \\
=u_{n+1} u_{n-2}\left\{u_{n-1}^{2}-u_{n-1} u_{n+2}+2 u_{n} u_{n-1}\right\}= \\
\quad=u_{n+1} u_{n-2} u_{n-1}\left\{u_{n-1}-u_{n+2}+2 u_{n}\right\}=0
\end{gathered}
$$

since

$$
u_{n-1}-u_{n+2}+2 u_{n}=0 .
$$

29. We have

$$
\begin{aligned}
& \frac{1}{1 \cdot 2}+\frac{2}{1 \cdot 3}+\ldots+\frac{u_{n+2}}{u_{n+1} u_{n+3}}=\sum_{k=0}^{n} \frac{u_{k+2}}{u_{k+1} u_{k+3}}= \\
& =\sum_{k=0}^{n} \frac{u_{k+3}-u_{k+1}}{u_{k+1} u_{k+3}}=\sum_{k=0}^{n}\left(\frac{1}{u_{k+1}}-\frac{1}{u_{k+3}}\right)= \\
& =\left(\frac{1}{u_{1}}+\frac{1}{u_{2}}+\ldots+\frac{1}{u_{n+1}}\right)-\left(\frac{1}{u_{3}}+\frac{1}{u_{4}}+\ldots+\frac{1}{u_{n+3}}\right)= \\
& =\frac{1}{u_{1}}+\frac{1}{u_{2}}-\frac{1}{u_{n+2}}-\frac{1}{u_{n+3}}=\frac{u_{1}+u_{2}}{u_{1} u_{2}}-\frac{u_{n+2}+u_{n+3}}{u_{n+2} u_{n+3}}= \\
& \\
& =\frac{u_{3}}{u_{1} u_{2}}-\frac{u_{n+4}}{u_{n+2} u_{n+3}}
\end{aligned}
$$

30. Consider the sequence of numbers

$$
v_{0}, \quad v_{1}, \quad v_{2}, \quad v_{3}, \quad v_{4}, \cdots
$$

determined by the following relationship

$$
v_{n+1}=v_{n}+v_{n-1} .
$$

We then have

$$
\begin{aligned}
& v_{2}=v_{0}+v_{1}, \\
& v_{3}=v_{2}+v_{1}=v_{0}+2 v_{1}, \\
& v_{4}=v_{3}+v_{2}=2 v_{0}+3 v_{1}, \\
& v_{5}=v_{4}+v_{3}=3 v_{0}+5 v_{1},
\end{aligned}
$$

Using the method of induction, it is easy to get that in general

$$
v_{n}=u_{n-1} \cdot v_{0}+u_{n} v_{1} .
$$

Consider the following sequence

$$
v_{0}=u_{p-1}, \quad v_{1}=u_{p}, \quad \ldots, v_{n}=u_{p+n-1} .
$$

Then we have

$$
v_{n}=u_{p+n-1}=u_{n-1} u_{p-1}+u_{n} u_{p},
$$

and formula $1^{\circ}$ is proved.
Formula $2^{\circ}$ follows from $1^{\circ}$ at $p=n$. The proof of formula $3^{\circ}$ is reduced to the proof of the following equality

$$
u_{n}^{2}+u_{n-1}^{2}=u_{n} u_{n+1}-u_{n-2} u_{n-1} .
$$

31. On the basis of formula $1^{\circ}$ of the preceding problem we have

$$
u_{3 n}=u_{n-1} u_{2 n}+u_{n} u_{2 n+1} .
$$

Thus, it is required to prove that

$$
u_{n-1} \cdot u_{2 n}+u_{n} \cdot u_{2 n+1}=u_{n}^{3}+u_{n+1}^{3}-u_{n-1}^{3} .
$$

The proof is rather simple if only the following relations are taken into account

$$
\begin{aligned}
u_{2 n+1} & =u_{n+1}^{2}+u_{n}^{2}, \\
u_{2 n} & =u_{n-1} u_{n}+u_{n} u_{n+1} .
\end{aligned}
$$

32. Put

$$
\sum_{k=0}^{\left.\frac{n-1}{2}\right]} C_{n-k-1}^{k}=v_{n} .
$$

We have to prove that $v_{n}=u_{n}$ (where $u_{n}$ is the $n$th term of the Fibonacci series). Let us prove that for any $n$ there will be

$$
v_{n+1}=v_{n}+v_{n-1} .
$$

Let us first assume that $n$ is even and put $n=2 l$. We have $v_{n+1}=\sum_{k=0}^{\left[\frac{n}{2}\right]} C_{n-k}^{k}, \quad v_{n}=\sum_{k=0}^{\left[\frac{n-1}{2}\right]} C_{n-k-1}^{k}, \quad v_{n-1}=\sum_{k=0}^{\left[\frac{n-2}{2}\right]} C_{n-k-2}^{k}$.
Since $n=2 l$,

$$
\left[\frac{n}{2}\right]=l, \quad\left[\frac{n-1}{2}\right]=l-1, \quad\left[\frac{n-2}{2}\right]=l-1 .
$$

Therefore we have

$$
v_{n}+v_{n-1}=\sum_{k=0}^{l-1} C_{n-k-1}^{k}+\sum_{k=0}^{l-1} C_{n-k-2}^{k}
$$

Put in the second sum $k=k^{\prime}-1$, then

$$
\begin{aligned}
v_{n}+v_{n-1}=1+\sum_{k=1}^{l-1} C_{n-i-1}^{k} & +\sum_{k^{\prime}=1}^{l} C_{n-k^{\prime}-1}^{k^{\prime}-1}= \\
& =1+\sum_{k=1}^{l-1}\left(C_{n-k-1}^{k}+C_{n-k-1}^{k-1}\right)+C_{n-l-1}^{l-1}
\end{aligned}
$$

But, as is known,

$$
C_{n-k-1}^{k}+C_{n-k-1}^{k-1}=C_{n-k}^{k} .
$$

Therefore

$$
v_{n}+v_{n-1}=1+\sum_{k=1}^{l-1} C_{n-k}^{k}+C_{l-1}^{l-1}=\sum_{k=0}^{l} C_{n-k}^{k}=v_{n+1}
$$

since

$$
C_{l-1}^{l-1}=1=C_{l}^{l} .
$$

Likewise we prove that $v_{n+1}=v_{n}+v_{n-1}$ for odd $n$ 's as well. But it is easy to check that

$$
v_{1}=u_{1}, \quad v_{2}=u_{2}
$$

Therefore it is obvious that
for any $n$.

$$
v_{n}=u_{n}
$$

33. Let us denote the number of whole positive solutions of our equation by $N_{n}(m)$. As is easily seen, $N_{1}(m)=1$. Compute $N_{2}(m)$, i.e. the number of solutions to the equation

$$
x_{1}+x_{2}=m .
$$

In this equation $x_{1}$ can attain the following values: $1,2,3, \ldots$, $m-1$ and, consequently, the equation has the following system of solutions
i.e.

$$
(1, m-1), \quad(2, m-2), \ldots, \quad(m-1,1)
$$

$$
N_{2}(m)=m-1
$$

Let us now pass over to computing $N_{3}(m)$, i.e. to determining the number of solutions of the equation

$$
x_{1}+x_{2}+x_{3}=m .
$$

Let $x_{3}$ attain the values $1,2,3, \ldots, m-2$. It is clear that

$$
\begin{aligned}
N_{3}(m) & =N_{2}(m-1)+N_{2}(m-2)+\ldots+N_{2}(2)= \\
& =(m-2)+(m-3)+\ldots+1=\frac{(m-1)(m-2)}{1.2}=C_{m-1}^{2} .
\end{aligned}
$$

Using the induction method, we prove that

$$
N_{n}(m)=C_{m-1}^{n-1}=\frac{(m-1)(m-2) \ldots(m-n+1)}{1 \cdot 2 \cdot 3 \ldots(n-1)} .
$$

It is obvious that

$$
N_{n}(m)=N_{n-1}(m-1)+N_{n-1}(m-2)+\ldots+N_{n-1}(n-1) .
$$

Assuming that

$$
N_{n-1}(m)=C_{m-1}^{n-2},
$$

we have

$$
N_{n}(m)=C_{m-2}^{n-2}+C_{m-3}^{n-2}+\ldots+C_{n-2}^{n-2}=C_{m-1}^{n-1}
$$

(see Problem 70, Sec. 6).
34. The general form of the equations under consideration will be
$k x+(k+1) y=n-k+1(k=1,2, \ldots, n+1)$.

Let us rewrite this equation as follows

$$
k(x+y+1)+y=n+1
$$

and put

$$
x+y+1=z
$$

Then

$$
\begin{gathered}
y=n+1-k z, \\
x=(k+1) z-(n+2) .
\end{gathered}
$$

Whatever $z$ may be these expressions yield solutions to the equation (*). Let us see what values must be attained by $z$ for $x$ and $y$ to be whole and non-negative. And so, the following inequalities must take place

$$
(n+1)-k z \geqslant 0, \quad(k+1) z-(n+2) \geqslant 0
$$

Hence

$$
\frac{n+2}{k+1} \leqslant z \leqslant \frac{n+1}{k},
$$

and $z$ must be a whole number. If $n+2$ is not divisible by $k+1$, then $z$ takes on the following values

$$
\left[\frac{n+2}{k+1}\right]+1, \quad\left[\frac{n+2}{k+1}\right]+2, \quad \ldots, \quad\left[\frac{n+1}{k}\right] .
$$

Let us denote the number of solutions of the equation (*) by $N_{k}$. In this case we have

$$
N_{k}=\left[\frac{n+1}{k}\right]-\left[\frac{n+2}{k+1}\right] .
$$

If $n+2$ is divisible exactly by $k+1$, then

$$
N_{k}=\left[\frac{n+1}{k}\right]-\frac{n+2}{k+1}+1 .
$$

But if $n+2$ is not divisible by $k+1$, then

$$
\left[\frac{n+2}{k+1}\right]=\left[\frac{n+1}{k+1}\right] ;
$$

and if $n+2$ is divisible by $k+1$, then

$$
\frac{n+2}{k+1}-1=\left[\frac{n+1}{k+1}\right] .
$$

Thus in all the cases

$$
N_{k}=\left[\frac{n+1}{k}\right]-\left[\frac{n+1}{k+1}\right] .
$$

And so, the total number of solutions is equal to

$$
\begin{aligned}
& N_{1}+N_{2}+\ldots+N_{n+1}=\left[\frac{n+1}{1}\right]-\left[\frac{n+1}{2}\right]+ \\
& \quad+\left[\frac{n+1}{2}\right]-\left[\frac{n+1}{3}\right]+\ldots+\left[\frac{n+1}{n}\right]-\left[\frac{n+1}{n+1}\right]+ \\
& \quad+\left[\frac{n+1}{n+1}\right]-\left[\frac{n+1}{n+2}\right]=\left[\frac{n+1}{1}\right]-\left[\frac{n+1}{n+2}\right]=n+1 .
\end{aligned}
$$

However, this result can be obtained in a different way. We have

$$
\frac{1}{1-q^{k}}=\sum_{x=0}^{\infty} q^{k x}, \quad \frac{1}{1-q^{k+1}}=\sum_{y=0}^{\infty} q^{(k+1) y} .
$$

Therefore

$$
\frac{q^{k-1}}{\left(1-q^{k}\right)\left(1-q^{k+1}\right)}=\sum_{x=0}^{\infty} \sum_{y=0}^{\infty} q^{k x+(h+1) y+k-1}
$$

If we expand the right member of this equality in powers of $q$, then it is easily seen that the coefficient of $q^{n}$ in this expansion will be equal to $N_{k}$, i.e. to the number of solutions of the equation

$$
k x+(k+1) y=n-k+1
$$

Thus, the quantity

$$
N_{1}+N_{2}+\ldots+N_{n+1}
$$

will be the coefficient of $q^{n}$ in the following expansion

$$
\frac{1}{(1-q)\left(1-q^{2}\right)}+\frac{q}{\left(1-q^{2}\right)\left(1-q^{3}\right)}+\frac{q^{2}}{\left(1-q^{3}\right)\left(1-q^{4}\right)}+\ldots+
$$

$$
+\frac{q^{n}}{\left(1-q^{n+1}\right)\left(1-q^{n+2}\right)}+\frac{q^{n+1}}{\left(1-q^{n+2}\right)\left(1-q^{n+3}\right)}+\ldots
$$

But it is easily seen, that this expansion is equal to

$$
\begin{aligned}
\frac{1}{q(1-q)} \sum_{k=0}^{\infty}\left(\frac{1}{1-q^{k+1}}-\right. & \left.\frac{1}{1-q^{k+2}}\right)= \\
& =\frac{1}{q(1-q)}\left(\frac{1}{1-q}-1\right)=\sum_{n=0}^{\infty}(n+1) q^{n}
\end{aligned}
$$

Hence

$$
N_{1}+N_{2}+\ldots+N_{n+1}=n+1
$$

35. The general form of the equations will be

$$
\begin{gathered}
k^{2} x+(k+1)^{2} y=\left[(k+1)^{2}-k^{2}\right] n-k^{2} \\
(k=1,2,3, \ldots, n) .
\end{gathered}
$$

A direct substitution shows that one of the solutions will be

$$
x=-(n+1), \quad y=n
$$

Then, as is known, all the solutions will be obtained from the expressions

$$
x=-(n+1)+(p+1)^{2} t, \quad y=n-p^{2} t
$$

where $p$ is one of the values attained by $k$.
For $x$ and $y$ to be non-negative it is necessary and sufficient that $t$ attains whole values satisfying the inequalities

$$
\frac{n+1}{(p+1)^{2}} \leqslant t \leqslant \frac{n}{p^{2}} .
$$

Considering then separately two cases ( $n+1$ is divisible by $(p+1)^{2}$ and $n+1$ is not divisible by $(p+1)^{2}$ ), we come to the desired result.
36. By hypothesis the black balls alternate with the white ones. Therefore, two suppositions are possible:
(1) the white balls occupy odd positions, i.e. the first, third, ..., and the black balls even positions;
(2) the white balls occupy even positions, and the black balls odd positions.

It is easily seen that the white balls numbered $1,2, \ldots, n$ can occupy odd positions in $n$ ! ways, likewise the black balls can occupy even positions also in $n$ ! ways. And so, according to the first assumption, we have ( $n!)^{2}$ ways of arrangement of all the balls.

The second assumption yields the same number of arrangements. Hence, the total number of arrangements of the balls is $2(n!)^{2}$.
37. Let $L_{n k}^{k}$ denote the number of ways in which $k n$ distinct objects can be distributed into $k$ groups of $n$ objects in each group.

In how many ways is it possible to make up the first group of $n$ objects? It is clear that the total number of the distinct combinations is equal to $C_{n k}^{n}$, and it is obvious that

$$
L_{n k}^{k}=C_{n k}^{n} L_{n k-n}^{k-1} .
$$

Hence

$$
L_{n k}^{n}=C_{n k}^{n} C_{(k-1) n}^{n} \ldots C_{2 n}^{n}
$$

38. Let us consider the number of permutations of $n$ elements in which two definite elements $a$ and $b$ are found side by side. The following cases are possible: (1) a occupies the first place, a occupies the second place, ..., finally, $a$ occupies $(n-1)$ th place, and $b$ is always on its right, i.e. in the second, third, . . ., $n$th place, respectively; (2) $b$ occupies the first place, ..., finally $b$ occupies $(n-1)$ th place, in all cases followed by $a$. Thus, the total number of cases amounts to $2(n-1)$, each case corresponding to ( $n-2$ )! permutations. Therefore the total number of the permutations in which two definite elements $a$ and $b$ occur side by side will amount to

$$
(n-2)!2(n-1)=2(n-1)!
$$

Consequently, the number of permutations of $n$ elements in which two elements $a$ and $b$ are not found side by side will amount to

$$
n!-2(n-1)!=(n-1)!\quad(n-2)
$$

39. Let us denote the number of the required permutations by $Q_{n}$ and put $n!=P_{n}$. Consider the whole totality of the permutations $P_{n}$. Among them there exist $Q_{n}$ permutations in which none of the elements occupies its original position. Let us find the number of the permutations in which only one element retains its original position. Undoubtedly, this number will amount to $n Q_{n-1}$. Likewise, the number of permutations with only two definite elements retaining their original position will amount to $\frac{n(n-1)}{1 \cdot 2} Q_{n-2}$, and so on. Finally, the number of permutations where all the elements retain the original position is $Q_{0}=1$. Thus, we have

$$
P_{n}=Q_{n}+n Q_{n-1}+\frac{n(n-1)}{1 \cdot 2} Q_{n-2}+\ldots+n Q_{1}+Q_{0}
$$

This equality can be written symbolically as

$$
P^{n}=(Q+1)^{n}
$$

Here after involution all the exponents (superscripts) should be replaced by subscripts, so that $Q^{k}$ turns into $Q_{k}$. Consequently, we can write the following symbolic identity valid for all values of $x$

$$
(P+x)^{n}=(Q+1+x)^{n}
$$

(since symbolically the power of $P$ can be replaced everywhere by the same power of $Q+1$ ).

Putting here $x=-1$, we find

$$
Q^{n}=(P-1)^{n} .
$$

Passing over from the symbolic equality to an ordinary one, we have

$$
\begin{aligned}
& Q_{n}=P_{n}-\frac{n}{1} P_{n-1}+\frac{n(n-1)}{1 \cdot 2} P_{n-2}+ \ldots+ \\
&+(-1)^{n-1} n P_{1}+(-1)^{n}, \\
& Q_{n}=n!\left(\frac{1}{2!}-\frac{1}{3!}+\frac{1}{4!}-\ldots+\frac{(-1)^{n-1}}{(n-1)!}+\frac{(-1)^{n}}{n!}\right) .
\end{aligned}
$$

40. Consider all such permutations of $n$ letters in which vacant squares may occur along with occupied ones. If $n=1$, then the number of ways in which one letter can be placed in $r$ squares is equal to $r$ (the first square is occupied by one letter, the rest of the squares being vacant; the second square is occupied by one letter, the rest of the squares being vacant, and so on). All permutations of two letters in $r$ squares are obtained from just considered $r$ permutations by placing the second letter in succession in the first, second, ..., $r$ th square. Thus, the number of permutations of two letters in $r$ squares will amount to $r^{2}$, and, as is easily seen, the total number of permutations of $n$ letters in $r$ squares will be equal to $r^{n}$. Let us denote by $A_{r}$ the number of ways in which $n$ distinct letters can be distributed in $r$ squares so that each square contains at least one letter. The number of such permutations amounts to $A_{r}$. Then we shall consider all those permutations in which one and only one square is vacant. Their number is equal to $r A_{r_{-1}}$. Further, the number of permutations where two and only
two squares are vacant is equal to

$$
\frac{r(r-1)}{1 \cdot 2} A_{r-2}
$$

and so on.
Therefore we have

$$
A_{r}+r A_{r-1}+\frac{r(r-1)}{1 \cdot 2} A_{r-2}+\ldots+r A_{1}+1=r^{n}+1
$$

This equality can be written symbolically in the following way

$$
(A+1)^{r}=r^{n}+1
$$

(i.e. after expanding the left member $A^{k}$ should be throughout replaced by $A_{k}$ ).

Further, we have

$$
(A+1+x)^{r}=\sum_{k=0}^{r} C_{r}^{k} x^{k}(A+1)^{r-k}
$$

This equality yields the following symbolic one which holds true for all values of $x$

$$
(A+1+x)^{r}=\sum_{k=0}^{r} C_{r}^{k} x^{k}\left[(r-k)^{n}+1\right]
$$

Put here $x=-1$. Then

$$
\begin{aligned}
& A^{r}=\sum_{k=0}^{r} C_{r}^{k}(-1)^{k}\left[(r-k)^{n}+1\right]= \\
&=\sum_{k=0}^{r}(-1)^{k}(r-k)^{n} C_{r}^{k}+\sum_{k=0}^{r}(-1)^{k} C_{r}^{k}
\end{aligned}
$$

But

$$
\sum_{k=0}^{r}(-1)^{k} C_{r}^{k}=(1-1)^{r}=0
$$

Therefore

$$
A^{r}=\sum_{k=0}^{r}(-1)^{k}(r-k)^{n} C_{r}^{k}
$$

Passing over from the symbolic equality to an ordinary one, we get

$$
\begin{aligned}
& A_{r}=\sum_{k=0}^{r}(-1)^{k}(r-k)^{n} C_{r}^{k}= \\
& \quad=r^{n}-\frac{r}{1}(r-1)^{n}+\frac{r(r-1)}{1 \cdot 2}(r-2)^{n}-\ldots+(-1)^{r-1} r
\end{aligned}
$$

(see Problem 55, Sec. 6).

## SOLUTIONS TO SECTION 10

1. Put $a=\frac{1}{b}$, so that $|b|>1$. Let us prove that

$$
|b|^{n}>1+n(|b|-1) \quad(n>1)
$$

Indeed
$|b|^{n}=\{1+(|b|-1)\}^{n}=1+n(|b|-1)+$

$$
+\frac{n(n-1)}{1 \cdot 2}(|b|-1)^{2}+\ldots
$$

wherefrom it follows that

$$
|b|^{n}>1+n(|b|-1) \quad(n>1)
$$

Then

$$
\left|x_{n}\right|=|a|^{n}=\frac{1}{|b|^{n}}<\frac{1}{1+n(|b|-1)}
$$

and indeed

$$
\lim _{n \rightarrow \infty} x_{n}=0 .
$$

2. It is easily seen, that we may assume $a>0$. Then $x_{i}>0(i=1,2,3, \ldots)$. Let $k$ be a whole number satisfying the condition $k \leqslant a<k+1$, so that $\frac{a}{k+1}<1$.

Put $n>k$. Then

$$
\frac{a^{n}}{n!}=\frac{a^{k}}{1 \cdot 2 \cdot 3 \ldots k} \cdot \frac{a}{k+1} \cdot \frac{a}{k+2} \ldots \frac{a}{n} .
$$

But

$$
\frac{a}{k+2}<\frac{a}{k+1}, \quad \frac{a}{k+3}<\frac{a}{k+1}, \quad \ldots, \quad \frac{a}{n}<\frac{a}{k+1} .
$$

Therefore

$$
\frac{a^{n}}{n!}<\frac{a^{k}}{k!}\left(\frac{a}{k+1}\right)^{n-k}
$$

But since $\frac{a}{k-1}<1$, it follows that $\left(\frac{a}{k T-1}\right)^{n-k} \rightarrow 0$, if $n \rightarrow \infty$, and therefore at any real $a$ we have

$$
\lim _{n \rightarrow \infty} \frac{a^{n}}{n!}=0,
$$

i.e. the factorial $n$ ! increases faster than the $n$th power of any real number.
3. Both the numerator and denominator of this fraction increase without bound along with an increase in $n$. Consider separately three cases: $k=h, k<h$ and $k>h$.
$1^{\circ} k=h$. Divide the numerator and denominator by $n^{k}=n^{h}$. We get
$\lim \frac{a_{0} n^{h}+a_{1} n^{h-1}+\ldots+a_{h}}{b_{0} n^{h}+b_{1} n^{h-1}+\ldots+b_{h}}=\lim \frac{a_{0}+\frac{a_{1}}{n}+\ldots+\frac{a_{h}}{n^{h}}}{b_{0}+\frac{b_{1}}{n}+\ldots+\frac{b_{h}}{n^{h}}}=\frac{a_{0}}{b_{0}}$.
$2^{\circ} k<h$.
$\lim \frac{a_{0} n^{h}+a_{1} n^{k-1}+\ldots+a_{k}}{b_{0} n^{h}+b_{1} n^{h-1}+\ldots+b_{h}}=\lim \frac{\frac{a_{0}}{n^{n-k}}+\ldots+\frac{a_{k}}{n^{h}}}{b_{0}+\frac{b_{1}}{n}+\ldots+\frac{b_{h}}{n^{h}}}=0$.
$3^{\circ} k>h$. Analogously we get in this case

$$
\frac{a_{0} n^{h}+a_{1} n^{k-1}+\ldots+a_{k}}{b_{0} n^{h}+b_{1} n^{h-1}+\ldots+b_{h}} \rightarrow \infty .
$$

4. We have

$$
\prod_{k=2}^{n} \frac{k^{3}-1}{k^{3}+1}=\prod_{k=2}^{n} \frac{k-1}{k+1} \cdot \prod_{k=2}^{n} \frac{k^{2}+k+1}{k^{2}-k+1} .
$$

But

$$
\begin{aligned}
\prod_{k=2}^{n} \frac{k-1}{k+1} & =\frac{1 \cdot 2 \cdot 3 \ldots(n-1)}{3 \cdot 4 \cdot 5 \ldots(n+1)}=\frac{2}{n(n+1)}, \\
\prod_{k=2}^{n} \frac{k^{2}+k+1}{k^{2}-k+1} & =\frac{7 \cdot 13 \cdot 21 \ldots\left(n^{2}+n+1\right)}{3 \cdot 7 \cdot 13 \ldots\left(n^{2}-n+1\right)}=\frac{n^{2}+n+1}{3} .
\end{aligned}
$$

Therefore

$$
\lim _{n \rightarrow \infty} P_{n}=\frac{2}{3} \lim \frac{n^{2}+n+1}{n^{2}+n}=\frac{2}{3} .
$$

5. Put

$$
\frac{1^{k}+2^{k}+3^{k}+\ldots+n^{k}}{n^{k+1}}=P_{n}^{k}
$$

At $k=1$ we have $P_{n}^{1}=\frac{n-1}{2 n}$ and consequently

$$
\lim _{n \rightarrow \infty} P_{n}^{1}=\frac{1}{2} .
$$

Likewise we easily find $\lim _{n \rightarrow \infty} P_{n}^{2}=\frac{1}{3}$. Let us assume that $\lim _{n \rightarrow \infty} P_{n}^{i}=\frac{1}{i+1}$ for all the values of $i$ less than $k$, and prove that $\lim P_{n}^{k}=\frac{1}{k+1}$. Put $s_{i}=1^{i}+2^{i}+\ldots+n^{i}$. We then have the following formula (see Problem 26, Sec. 7). $(k+1) s_{k}+\frac{(k+1) k}{1 \cdot 2} s_{k-1}+\frac{(k+1) k(k-1)}{1 \cdot 2 \cdot 3} s_{k-2}+\ldots+$

$$
+(k+1) s_{1}+s_{0}=(n+1)^{k+1}-1 .
$$

But $P_{n}^{k}=\frac{s_{k}}{n^{k+1}}$, therefore we have $P_{n}^{k}=\frac{1}{k+1}\left(1+\frac{1}{n}\right)^{k+1}-\frac{1}{(k+1) n^{k+1}}-$

$$
-\frac{k}{1 \cdot 2} \frac{P_{n}^{k-1}}{n}-\ldots-\frac{1}{k+1} \frac{P_{n}^{0}}{n^{k}},
$$

wherefrom it follows that

$$
\lim _{n \rightarrow \infty} P_{n}^{k}=\frac{1}{k+1}
$$

This proposition can be proved directly. Let us make use of the inequality (see Problem 50, Sec. 8)

$$
m x^{m-1}(x-1)>x^{m}-1>m(x-1)
$$

( $x>0$, not equal to $1, m$ is rational and does not lie between 0 and 1).

Put here $m=k+1$ and replace $x$ by $\frac{x}{y}$. We get

$$
(k+1) x^{k}(x-y)>x^{k+1}-y^{k+1}>(k+1) y^{k}(x-y)
$$

Put here first $x=p, y=p-1$ and then $x=p+1, y=p$. We then find

$$
(p+1)^{k+1}-p^{k+1}>(k+1) p^{k}>p^{k+1}-(p-1)^{k+1} .
$$

Putting in this inequality $p=1,2, \ldots, n$ and adding, we obtain

$$
(n+1)^{k+1}-1>(k+1)\left(1^{k}+2^{k}+\ldots+n^{k}\right)>n^{k+1}
$$

Dividing all members of the inequality by $(k+1) n^{k+1}$, we find

$$
\frac{1}{k+1}\left\{\left(1 \div \frac{1}{n}\right)^{k+1}-\frac{1}{n^{k+1}}\right\}>\frac{1^{k}+2^{k}+\ldots+n^{k}}{n^{k+1}}>\frac{1}{k+1} .
$$

Hence it follows that

$$
\lim _{n \rightarrow \infty} \frac{1^{k}+2^{k}+\ldots+n^{k}}{n^{k+1}}=\frac{1}{k+1} .
$$

6. Using the notation of the preceding problem, we get

$$
\frac{1^{k}+2^{k}+\ldots+n^{k}}{n^{k}}-\frac{n}{k+1}=n\left(P_{n}^{k}-\frac{1}{k+1}\right) .
$$

Making use of the expression for $P_{n}^{k}$ obtained in the preceding problem, we have

$$
\begin{aligned}
& n\left(P_{n}^{k}-\frac{1}{k+1}\right)= \\
& \quad=\frac{(n+1)^{k+1}-n^{k+1}}{(k+1) n^{k}}-\frac{1}{(k+1) n^{k}}-\frac{k}{2} P_{n}^{k-1}-\ldots-\frac{1}{k+1} \frac{P_{n}^{0}}{n^{k-1}} .
\end{aligned}
$$

Hence
$\lim n\left(P_{n}^{k}-\frac{1}{k+1}\right)=\lim \left\{\frac{(n+1)^{k+1}-n^{k+1}}{(k+1) n^{k}}-\frac{k}{2} P_{n}^{k-1}\right\}=\frac{1}{2}$, since

$$
\lim _{n \rightarrow \infty} \frac{(n+1)^{k+1}-n^{k+1}}{(k+1) n^{k}}=1 \text { and } \lim _{n \rightarrow \infty} P_{n}^{k-1}=\frac{1}{k} .
$$

7. From Problem 4, Sec. 9 we have

$$
x_{n}=\frac{2 x_{1}+x_{0}}{3}+(-1)^{n-1} \frac{\left(x_{1}-x_{0}\right)}{3 \cdot 2^{n-1}},
$$

wherefrom follows

$$
\lim _{n \rightarrow \infty} x_{n}=\frac{x_{0}+2 x_{1}}{3} .
$$

8. We have the following relationship (see Problem 3, Sec. 9)

$$
\frac{x_{n}-\sqrt{N}}{x_{n}+\sqrt{\bar{N}}}=\left(\frac{x_{0}-\sqrt{N}}{x_{0}+\sqrt{\bar{N}}}\right)^{2^{n}} .
$$

Since $\left|\frac{x_{0}-\sqrt{N}}{x_{0}+\sqrt{N}}\right|<1$, we have

$$
\lim _{n \rightarrow \infty}\left(\frac{x_{0}-V \bar{N}}{x_{0}+V \bar{N}}\right)^{2^{n}}=0
$$

Hence

$$
\lim _{n \rightarrow \infty} \frac{x_{n}-\sqrt{N}}{x_{n}+\sqrt{N}}=0 \quad \text { and } \quad \lim _{n \rightarrow \infty} x_{n}=\sqrt{N} .
$$

And so, we get a method for finding the square root of a number. It consists in the following: designate any positive number (say, the approximate value of a root accurate to unity) by $x_{0}$. We represent $N$ in the form of a product of two factors, one of which is equal to $x_{0}$ so that

$$
N=x_{0} \cdot \frac{N}{x_{0}}
$$

We take the arithmetic mean of these factors and denote it by $x_{1}$, so that

$$
x_{1}=\frac{1}{2}\left(x_{0}+\frac{N}{x_{0}}\right) .
$$

Then we put

$$
N=x_{1} \cdot \frac{N}{x_{1}},
$$

and take the arithmetic mean once again

$$
x_{2}=\frac{1}{2}\left(x_{1}+\frac{N}{x_{1}}\right)
$$

and so on.
The error, which we introduce when taking $x_{n}$ for an approximate value of $\sqrt{N}$, can be determined from the formula

$$
\frac{x_{n}-\sqrt{N}}{x_{n}+\sqrt{\bar{N}}}=\left(\frac{x_{0}-\sqrt{N}}{x_{0}+\sqrt{\bar{N}}}\right)^{2^{n}}
$$

9. Let us first of all prove that

Indeed

$$
x_{p}^{m}>N
$$

$$
x_{p}^{m}=x_{p-1}^{m}\left(1+\frac{N-x_{p-1}^{m}}{m x_{p-1}^{m}}\right)^{m} .
$$

But

$$
\left(1+\frac{N-x_{p-1}^{m}}{m x_{p-1}^{m}}\right)^{m}>1+\frac{N-x_{p-1}^{m}}{x_{p-1}^{m}}=\frac{N}{x_{p-1}^{m}}
$$

(see Problem 51, Sec. 8).
Therefore

$$
x_{n}^{m}>N
$$

for any whole positive $p$.
Let us now prove that $x_{p}$ is a decreasing variable, i.e. prove that

$$
x_{p}-x_{p-1}<0
$$

Indeed

$$
x_{p}-x_{p-1}=\frac{N-x_{p-1}^{m}}{m x_{p-1}^{m}}<0 .
$$

And so, the variable $x_{n}$ decreases but remains positive. Therefore it has a limit. Designate this limit by $\lambda$. From the relation

$$
x_{n}=\frac{m-1}{m} x_{n-1}+\frac{N}{m x_{n-1}^{m-1}},
$$

as $n \rightarrow \infty$, we get

$$
\lambda=\frac{m-1}{m} \lambda+\frac{N}{m \lambda^{m-1}}, \quad \lambda^{m}=N \text { and } \lambda=\sqrt[m]{N} .
$$

It is obvious that

$$
x_{n}>\sqrt[m]{\bar{N}}>\frac{N}{x_{n}^{m-1}}
$$

which enables us to find the upper limit of the error introduced as a result of taking $x_{n}$ for an approximate value of $\sqrt[m]{\bar{N} .}$
10. We have

$$
0<\sqrt[n]{\frac{1}{n!}} \leqslant \frac{1}{\sqrt{n}}
$$

(see Problem 4, Sec. 8).

Hence follows the required result.
11. It is easy to prove the following inequality

$$
\frac{x}{2+x}<\sqrt{1+x}-1<\frac{x}{2} \quad(1+x>0)
$$

Putting here $x=\frac{k}{n^{2}}$, we find

$$
\frac{k}{2 n^{2}+k}<\sqrt{1+\frac{k}{n^{2}}}-1<\frac{k}{2 n^{2}} .
$$

Hence

$$
\sum_{k=1}^{n} \frac{k}{2 n^{2}+k}<s_{n}<\frac{1}{2 n^{2}} \sum_{k=1}^{n} k .
$$

The right member is equal to

$$
\frac{1}{2 n^{2}} \sum_{k=1}^{n} k=\frac{n(n+1)}{4 n^{2}}
$$

Therefore the limit of the right member is equal to $\frac{1}{4}$ as $n \rightarrow \infty$. On the other hand,

$$
\lim _{n \rightarrow \infty}\left(\frac{1}{2 n^{2}} \sum_{k=1}^{n} k-\sum_{k=1}^{n} \frac{k}{2 n^{2}+k}\right)=\lim _{n \rightarrow \infty} \sum_{k=1}^{n} \frac{k^{2}}{2 n^{2}\left(2 n^{2}+k\right)} .
$$

But

$$
\sum_{k=1}^{n} \frac{k^{2}}{2 n^{2}\left(2 n^{2}+k\right)}<\sum_{k=1}^{n} \frac{k^{2}}{4 n^{4}}=\frac{1^{2}--2^{2}+\ldots+n^{2}}{4 n^{4}}
$$

Consequently

$$
\begin{gathered}
\lim _{n \rightarrow \infty}\left\{\frac{1}{2 n^{2}} \sum_{k=1}^{n} k-\sum_{k=1}^{n} \frac{k}{2 n^{2}+k}\right\}=0 \\
\text { and } \quad \lim _{n \rightarrow \infty} \sum_{k=1}^{n} \frac{k}{2 n^{2}+k}=\frac{1}{4} .
\end{gathered}
$$

Thus, both variables, between which $S_{n}$ is contained, tend to $\frac{1}{4}$. Therefore

$$
\lim _{n \rightarrow \infty} S_{n}=\frac{1}{4}
$$

12. We have

$$
x_{n}^{2}=a+x_{n-1} .
$$

It is easy to see that the variable $x_{n}$ increases. Let us show that all its values remain less than some constant number. We have

$$
x_{n-1}^{2}-x_{n-1}-a<0,
$$

since $x_{n-1}<x_{n}$.
Hence

$$
\left(x_{n-1}-\frac{\sqrt{4 a+1}+1}{2}\right)\left(x_{n-1}+\frac{\sqrt{4 a+1}-1}{2}\right)<0
$$

But since the second bracketed expression exceeds zero, it must be $x_{n-1}<\frac{\sqrt{4 a+1}+1}{2}$, i.e. the increasing variable $x_{n-1}$ is bounded, and consequently has a limit. Put $\lim _{n \rightarrow \infty} x_{n-1}=\lim _{n \rightarrow \infty} x_{n}=\alpha$. From the original relation between $x_{n}$ and $x_{n-1}$ we get

$$
\alpha^{2}-\alpha-a=0
$$

and since $\alpha \geqslant 0$, we have

$$
\alpha=\frac{\sqrt{4 a+1}+1}{2}
$$

13. Let us prove that $x_{n}$ is a decreasing variable. We have

$$
x_{n+1}-x_{n}=\frac{1}{\sqrt{n+1}}-2(\sqrt{n+1}-\sqrt{n})
$$

But

$$
\sqrt{n+1}-\sqrt{n}=\frac{1}{\sqrt{n+1}+\sqrt{n}}>\frac{1}{2 \sqrt{n+1}}
$$

and consequently

$$
x_{n+1}<x_{n} .
$$

But it is possible to prove (see Problem 6, Sec. 8) that

$$
1+\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{\overline{3}}}+\ldots+\frac{1}{\sqrt{\bar{n}}}>2 \sqrt{n+1}-2
$$

Therefore

$$
x_{n}>2(\sqrt{n+1}-\sqrt{n})-2>-2 .
$$

Thus, the decreasing variable $x_{n}$ remains constantly greater than -2 , hence, it has a limit.
14. Let us first show that $x_{n}>y_{n}$. Indeed $x_{n}-y_{n}=\frac{x_{n-1}+y_{n-1}}{2}-\sqrt{x_{n-1} y_{n-1}}=\frac{1}{2}\left(\sqrt{x_{n-1}}-\sqrt{y_{n-1}}\right)^{2}>0$. But

$$
\begin{gathered}
x_{n}-x_{n-1}=\frac{x_{n-1}+y_{n-1}}{2}-x_{n-1}=\frac{y_{n-1}-x_{n-1}}{2}<0 ; \\
x_{n-1}>x_{n}
\end{gathered}
$$

i.e. the variable $x_{n}$ is a decreasing one. On the other hand, $y_{n}-y_{n-1}=\sqrt{y_{n-1} \cdot x_{n-1}}-y_{n-1}=\sqrt{y_{n-1}}\left(\sqrt{x_{n-1}}-\sqrt{y_{n-1}}\right)>0$, i.e. $y_{n}>y_{n-1}$ and $y_{n}$ is an increasing variable, wherefrom follows that each of the variables $x_{n}$ and $y_{n}$ has a limit. Put $\lim x_{n}=x, \lim y_{n}=y$. We have

$$
x_{n}=\frac{x_{n-1}+y_{n-1}}{2} .
$$

Hence

$$
x=\frac{x+y}{2}
$$

and consequently

$$
x=y .
$$

15. We have $\frac{1}{1-q}=s_{1}, \frac{1}{1-Q}=s$, hence $q=1-\frac{1}{s_{1}}$, $Q=1-\frac{1}{s}$. But
$1+q Q+q^{2} Q^{2}+\ldots=\frac{1}{1-q Q}=$

$$
=\frac{1}{1-\left(1-\frac{1}{s_{1}}\right)\left(1-\frac{1}{s}\right)}=\frac{s s_{1}}{s+s_{1}-1} .
$$

16. We have

$$
\begin{gathered}
s=u_{1}+u_{1} q+u_{1} q^{2}+\ldots=u_{1}\left(1+q+q^{2}+\ldots\right) \\
\sigma^{2}=u_{1}^{2}\left(1+q^{2}+q^{4}+\ldots\right)
\end{gathered}
$$

Further

$$
\begin{gathered}
s_{n}=\frac{u_{n} q-u_{1}}{q-1}=u_{1} \frac{1-q^{n}}{1-q}=s \cdot\left(1-q^{n}\right), \\
\sigma^{2}=\frac{u_{1}^{2}}{1-q^{2}}, \quad s^{2}=\frac{u_{1}^{2}}{(1-q)^{2}} .
\end{gathered}
$$

We have

$$
s^{2}+\sigma^{2}=\frac{2 u_{1}^{2}}{(1-q)^{2}(1+q)}, \quad s^{2}-\sigma^{2}=\frac{2 u_{1}^{2} q}{(1-q)^{2}(1+q)} .
$$

Hence

$$
q=\frac{s^{2}-\sigma^{2}}{s^{2}+\sigma^{2}}
$$

and

$$
s_{n}=s\left(1-q^{n}\right)=s\left\{1-\left[\frac{s^{2}-\sigma^{2}}{s^{2}+\sigma^{2}}\right]^{n}\right\} .
$$

17. $1^{\circ}$ Put $x=\frac{1}{y}$. Then $|y|>1$, and we may put $|y|=$ $=1+\rho$, where $\rho>0$.
We have

$$
\begin{aligned}
& \left|n^{k} x^{n}\right|=\frac{n^{k}}{(1+\rho)^{n}}= \\
& \quad=\frac{n^{k}}{1+n \rho+\frac{n(n-1)}{1 \cdot 2} \cdot \rho^{2}+\cdots+\frac{n(n-1) \ldots(n-k)}{1 \cdot 2 \cdot 3 \ldots(k+1)} \cdot \rho^{k+1}+\ldots+\rho^{n}}
\end{aligned}
$$

Assuming that $n>k$, we find

$$
\begin{aligned}
\left|n^{k} x^{n}\right|= & \frac{n^{k}}{(1+\rho)^{n}}<\frac{n^{k}(k+1)!}{n(n-1)(n-2) \ldots(n-k+1)(n-k) \rho^{k+1}}= \\
& =\frac{(k+1)!}{\rho^{k+1}} \frac{1}{\left(1-\frac{1}{n}\right)\left(1-\frac{2}{n}\right) \ldots\left(1-\frac{k-1}{n}\right)(n-k)} .
\end{aligned}
$$

But the expression

$$
\frac{(k+1)!}{\rho^{k+1}} \frac{1}{\left(1-\frac{1}{n}\right)\left(1-\frac{2}{n}\right) \ldots\left(1-\frac{k-1}{n}\right)(n-k)} \rightarrow 0
$$

if $n \rightarrow \infty$ ( $k$ constant).
Therefore, indeed

$$
\lim n^{k} x^{n}=0 \text { if } n \rightarrow \infty
$$

$2^{\circ}$ Put $\sqrt[n]{n}-1=\alpha(\alpha>0)$. We then have $n=(1+\alpha)^{n}$ Hence

$$
n=1+n \alpha+\frac{n(n-1)}{1 \cdot 2} \alpha^{2}+\ldots+\alpha^{n} .
$$

## Consequently

$$
n>\frac{n(n-1)}{1 \cdot 2} \alpha^{2}, \quad \alpha^{2}<\frac{2}{n-1}<\frac{4}{n} \quad(n>2) .
$$

And so

$$
\alpha<\frac{2}{\sqrt{n}} \quad \text { and } \quad 0<\sqrt[n]{n}-1<\frac{2}{\sqrt{n}} \quad(n>2)
$$

Now it is obvious that

$$
\lim \sqrt[n]{n}=1
$$

18. We have

$$
\begin{gathered}
\frac{1}{1 \cdot 2}+\frac{1}{2 \cdot 3}+\ldots+\frac{1}{n(n+1)}=1-\frac{1}{n-1}, \\
\frac{1}{1 \cdot 2 \cdot 3}+\frac{1}{2 \cdot 3 \cdot 4}+\ldots+\frac{1}{n(n+1)(n+2)}=\frac{1}{2}\left(\frac{1}{2}-\frac{1}{(n+1)(n+2)}\right)
\end{gathered}
$$

(see Problem 40, Sec. 7).
But

$$
\begin{aligned}
& \frac{1}{1 \cdot 2}+\frac{1}{2 \cdot 3}+\ldots+\frac{1}{n(n+1)}+\ldots= \\
& =\lim _{n \rightarrow \infty}\left\{\frac{1}{1 \cdot 2}+\frac{1}{2 \cdot 3}+\ldots+\frac{1}{n(n+1)}\right\}=\lim _{n \rightarrow \infty}\left\{1-\frac{1}{n+1}\right\}=1 .
\end{aligned}
$$

Thus

$$
1=\frac{1}{1 \cdot 2}+\frac{1}{2 \cdot 3}+\ldots+\frac{1}{n(n \mid 1)}+\ldots
$$

Analogously

$$
\frac{1}{4}=\frac{1}{1 \cdot 2 \cdot 3}+\frac{1}{2 \cdot 3 \cdot 4}+\ldots+\frac{1}{n(n+1)(n+2)}+\ldots
$$

We can prove a more general formula

$$
\begin{aligned}
& \frac{1}{1 \cdot 2 \cdot 3 \ldots(q+1)}+\frac{1}{2 \cdot 3 \cdot 4 \ldots(q+2)}+\ldots+ \\
& \quad+\frac{1}{n(n+1) \ldots(q+n)}+\ldots=\frac{1}{q \cdot q!}
\end{aligned}
$$

(sẹe Problem 26, Sec. 9).
19. Suppose the series is a convergent one, i.e. suppose $S_{n}=1+\frac{1}{2}+\ldots+\frac{1}{n}$ has a limit which is equal to $S$ as $n \rightarrow \infty$.

Then $\lim S_{2 n}=S$. Bul on the other hand,

$$
S_{2 n}-S_{n}=\frac{1}{n+1}+\frac{1}{n+2}+\ldots+\frac{1}{2 n}>\frac{1}{2}
$$

(see Problem 1, Sec. 8) which is impossible. Thus, the series cannot be a convergent one. However, the divergence of this series can be proved in a different way. Let $2^{k}<n<$ $<2^{k+1}$. We then have

$$
\begin{aligned}
& S_{n}=1+\frac{1}{2}+\left(\frac{1}{3}+\frac{1}{4}\right)+\left(\frac{1}{5}+\frac{1}{6}+\frac{1}{7}+\frac{1}{8}\right)+\ldots+ \\
& \\
& \quad+\left(\frac{1}{2^{k-1}+1}+\ldots+\frac{1}{2^{k}}\right)+\frac{1}{2^{k}+1}+\ldots+\frac{1}{n}
\end{aligned}
$$

But

$$
\frac{1}{3}+\frac{1}{4}>\frac{2}{4}=\frac{1}{2}, \frac{1}{5}+\frac{1}{6}+\frac{1}{7}+\frac{1}{8}>\frac{4}{8}=\frac{1}{2}, \ldots .
$$

Therefore

$$
S_{n}>1+\frac{k}{2} .
$$

But as $n \rightarrow \infty$, also $k \rightarrow \infty$, and consequently $S_{n} \rightarrow \infty$, hence, the series is a divergent one (see also Problem 22).
20. Put $S_{n}=1+\frac{1}{2^{\alpha}}+\frac{1}{3^{\alpha}}+\ldots+\frac{1}{n^{\alpha}}$. To prove that the series is a convergent one it is necessary to prove that $\lim S_{n}$ exists. But it is easily seen that $S_{n}$ increases along $n \rightarrow \infty$ with an increase in $n$. It remains to prove that $S_{n}$ is bounded. Let $2^{k-1}<n \leqslant 2^{k}$. We have

$$
\begin{aligned}
S_{n} \leqslant 1+\left(\frac{1}{2^{\alpha}}+\right. & \left.\frac{1}{3^{\alpha}}\right)+\left(\frac{1}{4^{\alpha}}+\frac{1}{5^{\alpha}}+\frac{1}{6^{\alpha}}+\frac{1}{7^{\alpha}}\right)+\ldots+ \\
& +\left(\frac{1}{\left(2^{k-1}\right)^{\alpha}}+\frac{1}{\left(2^{k-1}+1\right)^{\alpha}}+\cdots+\frac{1}{\left(2^{k}-1\right)^{\alpha}}\right) .
\end{aligned}
$$

But

$$
\frac{1}{2^{\alpha}}+\frac{1}{3^{\alpha}}<2 \frac{1}{2^{\alpha}}=\frac{1}{2^{\alpha-1}},
$$

$$
\frac{1}{4^{\alpha}}+\frac{1}{5^{\alpha}}+\frac{1}{6^{\alpha}}+\frac{1}{7^{\alpha}}<\frac{4}{4^{\alpha}}==\frac{1}{4^{\alpha-1}},
$$

$$
\frac{1}{\left(2^{k-1}\right)^{\alpha}}+\frac{1}{\left(2^{k-1}+1\right)^{\alpha}}+\ldots+\frac{1}{\left(2^{k}-1\right)^{\alpha}}<\frac{2^{k-1}}{\left(2^{k-1}\right)^{\alpha}}=\frac{1}{\left(2^{k-1}\right)^{\alpha-1}} .
$$

And so

$$
S_{n} \leqslant 1+\frac{1}{2^{\alpha-1}}+\frac{1}{\left(2^{2}\right)^{\alpha-1}}+\ldots+\frac{1}{\left(2^{k-1}\right)^{\alpha-1}}
$$

or

$$
\begin{gathered}
S_{n} \leqslant 1+\frac{11}{2^{\alpha-1}}+\frac{1}{\left(2^{2}\right)^{\alpha-1}}+\ldots+\frac{1}{\left(2^{k-1}\right)^{\alpha-1}}+\ldots, \\
S_{n} \leqslant \frac{1}{1-\frac{1}{2^{\alpha-1}}} .
\end{gathered}
$$

Thus, $S_{n}$ is really bounded, $\lim _{n \rightarrow \infty} S_{n}$ exists and the series converges.
21. $1^{\circ}$ We have (see Problem 22, Sec. 7)

$$
\begin{aligned}
1 x+2 x^{2} & +\ldots+n x^{n}=\frac{x}{(x-1)^{2}}\left\{n x^{n+1}-(n+1) x^{n}+1\right\}, \\
1+2 x+3 x^{2} & +\ldots+n x^{n-1}+\ldots= \\
& =\lim _{n \rightarrow \infty}\left\{1+2 x+3 x^{2}+\ldots+n x^{n-1}\right\}= \\
& =\lim _{n \rightarrow \infty} \frac{1}{(x-1)^{2}}\left\{n x^{n+1}-(n+1) x^{n}+1\right\}=\frac{1}{(x-1)^{2}},
\end{aligned}
$$

since

$$
\lim _{n \rightarrow \infty} n x^{n}=0 \quad(|x|<1)
$$

(see Problem 17, $1^{\circ}$ ).
$2^{\circ}, 3^{\circ}$ From the results of Problem 33, Sec. 7 we get

$$
\begin{gathered}
1+4 x+9 x^{2}+\ldots+n^{2} x^{n-1}+\ldots=\frac{1+x}{(1-x)^{3}} \\
1+2^{3} x+3^{3} x^{2}+\ldots+n^{3} x^{n-1}+\ldots=\frac{1+4 x+x^{2}}{(1-x)^{4}}
\end{gathered}
$$

22. $1^{\circ}$ Follows immediately from Problem 41, Sec. 8. Hence, we can obtain one more proof of divergence of the series

$$
1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\ldots+\frac{1}{n}+\ldots
$$

Put

$$
\lim _{n \rightarrow \infty}\left(1+\frac{1}{n}\right)^{n}=e .
$$

Since the variable $\left(1+\frac{1}{n}\right)^{n}$ tends to $e$ in an increasing manner, we have

$$
\left(1+\frac{1}{n}\right)^{n}<e
$$

for any whole positive $n$.
Hence

$$
n \log \left(1+\frac{1}{n}\right)<1
$$

if the logarithm is taken to the base $e$. Or

$$
\begin{aligned}
& \frac{1}{n}> \log \left(1+\frac{1}{n}\right) \\
& 1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n}> \log 2+\log \left(1+\frac{1}{2}\right)+ \\
&+\log \left(1+\frac{1}{3}\right)+\ldots+\log \left(1+\frac{1}{n}\right)= \\
&=\log \frac{2 \cdot 3 \cdot 4 \ldots(n+1)}{1 \cdot 2 \cdot 3 \ldots n}=\log (n+1)
\end{aligned}
$$

Hence

$$
1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n}>\log (n+1)
$$

and we get a divergent series.
$2^{\circ}$ Using the binomial formula, we obtain

$$
\begin{aligned}
&\left(1+\frac{1}{n}\right)^{n}= 1+n \frac{1}{n}+\frac{n(n-1)}{1 \cdot 2} \frac{1}{n^{2}}+ \\
& \quad+\frac{n(n-1)(n-2)}{1 \cdot 2 \cdot 3} \cdot \frac{1}{n^{3}}+\ldots+ \\
&+\frac{n(n-1)(n-2) \ldots[n-(n-1)]}{1 \cdot 2 \cdot 3 \ldots \cdot n} \cdot \frac{1}{n^{n}}= \\
&=2+\frac{1}{1 \cdot 2}\left(1-\frac{1}{n}\right)+\frac{1}{1 \cdot 2 \cdot 3}\left(1-\frac{1}{n}\right)\left(1-\frac{2}{n}\right)+\ldots+ \\
&+\frac{1}{1 \cdot 2 \cdot 3 \ldots n}\left(1-\frac{1}{n}\right)\left(1-\frac{2}{n}\right) \ldots\left(1-\frac{n-1}{n}\right) .
\end{aligned}
$$

Put for brevity

$$
\frac{1}{1 \cdot 2 \cdot 3 \ldots k}\left(1-\frac{1}{n}\right)\left(1-\frac{2}{n}\right) \ldots\left(1-\frac{k-1}{n}\right)=u_{k} .
$$

Then
$\left(1+\frac{1}{n}\right)^{n}=2+u_{2}+u_{3}+\ldots+u_{k}+u_{k+1}+u_{k+2}+\ldots+u_{n}$.
We have

$$
u_{k}<\frac{1}{1 \cdot 2 \cdot 3 \ldots k}, \quad \frac{u_{k+1}}{u_{k}}=\frac{1-\frac{k}{n}}{k+1}<\frac{1}{k+1} .
$$

Hence

$$
\begin{aligned}
& u_{k+1}<u_{k} \frac{1}{k+1}, \\
& u_{k+2}<u_{k+1} \frac{1}{k+2}<u_{k} \frac{1}{(k+1)^{2}}, \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& u_{n}<u_{k} \frac{1}{(k+1)^{n-k}} .
\end{aligned}
$$

And so
$u_{k+1}+u_{k+2}+\ldots+u_{n}<$

$$
<\frac{u_{k}}{k+1}\left[1+\frac{1}{k+1}+\ldots+\frac{1}{(k+1)^{n-k-1}}\right]<\frac{u_{k}}{k}
$$

Consequently

$$
u_{k+1}+u_{k+2}+\ldots+u_{n}<\frac{1}{1 \cdot 2 \cdot 3 \ldots k} \cdot \frac{1}{k} .
$$

Hence

$$
0<\left(1+\frac{1}{n}\right)^{n}-\left(2+u_{2}+\ldots+u_{k}\right)<\frac{1}{1 \cdot 2 \ldots k} \cdot \frac{1}{k}
$$

Let $n \rightarrow \infty$. Then

$$
\lim _{n \rightarrow \infty} u_{k}=\frac{1}{1 \cdot 2 \ldots k}
$$

and, consequently,
$0<e-\left(2+\frac{1}{1 \cdot 2}+\frac{1}{1 \cdot 2 \cdot 3}+\ldots+\frac{1}{1 \cdot 2 \cdot 3 \ldots k}\right)<\frac{1}{1 \cdot 2 \ldots k} \cdot \frac{1}{k}$.
wherefrom follows

$$
\begin{gathered}
e=2+\frac{1}{1 \cdot 2}+\frac{1}{1 \cdot 2 \cdot 3}+\ldots+\frac{1}{1 \cdot 2 \cdot 3 \ldots k}+\frac{\theta}{1 \cdot 2 \cdot 3 \ldots k \cdot k} \\
(0<\theta<1) .
\end{gathered}
$$

Thus, we may write

$$
e=2+\frac{1}{1 \cdot 2}+\frac{1}{1 \cdot 2 \cdot 3}+\ldots+\frac{1}{1 \cdot 2 \cdot 3 \ldots k}+\ldots
$$

23. We have
$2 \sin \frac{1}{2} x-\sin x=2 \sin \frac{1}{2} x\left(1-\cos \frac{1}{2} x\right)=4 \sin \frac{1}{2} x \sin ^{2} \frac{1}{4} x$.
Hence

$$
2 \sin \frac{1}{2} x-\sin x<4 \frac{x}{2}\left(\frac{x}{4}\right)^{2}
$$

since $\sin \alpha<\alpha$ for $\alpha>0$.
Differently

$$
\begin{equation*}
2 \sin \frac{1}{2} x-\sin x<\frac{1}{8} x^{3} \tag{1}
\end{equation*}
$$

Replacing here $x$ by $\frac{1}{2} x, \frac{1}{4} x, \ldots, \frac{1}{2^{n-1}} x$, we find

$$
\begin{align*}
& 2 \sin \frac{1}{4} x-\sin \frac{1}{2} x<\frac{1}{8}\left(\frac{x}{2}\right)^{3}  \tag{2}\\
& 2 \sin \frac{1}{8} x-\sin \frac{1}{4} x<\frac{1}{8}\left(\frac{x}{4}\right)^{3}  \tag{3}\\
& \ldots \ldots \ldots \ldots \ldots \ldots  \tag{n}\\
& 2 \sin \frac{1}{2^{n}} x-\sin \frac{1}{2^{n-1}} x<\frac{1}{8}\left(\frac{x}{2^{n-1}}\right)^{3} .
\end{align*}
$$

Multiplying inequalities (1), (2), ..., ( $n$ ) successively by $1,2, \ldots, 2^{n-1}$ and adding them, we get

$$
2^{n} \sin \frac{1}{2^{n}} x-\sin x<\frac{1}{8} x^{3}\left\{1+\frac{1}{2^{2}}+\frac{1}{4^{2}}+\ldots+\frac{1}{2^{2 n-2}}\right\} .
$$

Passing to the limit as $n \rightarrow \infty$, we find
$\lim \left\{\frac{\sin \frac{x}{2^{n}}}{\frac{x}{2^{n}}} x-\sin x\right\} \leqslant$

$$
\leqslant \frac{1}{8} x^{3} \lim \left\{1+\frac{1}{4^{1}}+\frac{1}{4^{2}}+\ldots+\frac{1}{4^{n-1}}\right\}
$$

But

$$
\begin{gathered}
\lim \left\{1+\frac{1}{4}+\frac{1}{4^{2}}+\ldots+\frac{1}{4^{n-1}}\right\}=\frac{1}{1-\frac{1}{4}}=\frac{4}{3} \\
\lim _{n \rightarrow \infty} \frac{\sin \frac{x}{2^{n}}}{\frac{x}{2^{n}}}=1
\end{gathered}
$$

Consequently

$$
x-\sin x \leqslant \frac{1}{6} x^{3}
$$

24. $1^{\circ}$ Put

$$
S_{n}=\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}}+\ldots+\frac{a_{n}}{10^{n}} .
$$

It is required to prove that $S_{n}$ has a limit as $n \rightarrow \infty$. As is easily seen, $S_{n}$ increases along with an increase in $n$ so that $S_{n+1} \geqslant S_{n}$. Let us prove that $S_{n}$ is bounded. We have

$$
\begin{aligned}
S_{n}=\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}}+\ldots+ & \frac{a_{n}}{10^{n}} \leqslant 9\left(\frac{1}{10}+\frac{1}{10^{2}}+\ldots+\frac{1}{10^{n}}\right)< \\
& <9\left(\frac{1}{10}+\frac{1}{10^{2}}+\ldots+\frac{1}{10^{n}}+\ldots\right) .
\end{aligned}
$$

And so, $S_{n}<1$ and the series converges.
$2^{\circ}$ Since $\omega$ lies in the interval between 0 and 1 , let us divide this interval into ten equal parts. In this event the number $\omega$ will be found either inside one of the subintervals or at its boundary. Consequently, we can find a whole number $a_{1}\left(0 \leqslant a_{1} \leqslant 9\right)$, such that

$$
\frac{a_{1}}{10} \leqslant \omega<\frac{a_{1}+1}{10}
$$

i.e.

$$
0 \leqslant \omega-\frac{a_{1}}{10}<\frac{1}{10} .
$$

Thus, the number $\omega-\frac{a_{1}}{10}$ lies in the interval between 0 and $\frac{1}{10}$. Let us divide this interval into ten equal parts.

Then we shall have

$$
\frac{a_{2}}{10^{2}} \leqslant \omega-\frac{a_{1}}{10}<\frac{a_{2}+1}{10^{2}} .
$$

Hence

$$
\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}} \leqslant \omega<\frac{a_{1}}{10}+\frac{a_{2}+1}{10^{2}} .
$$

This operation can be continued in a similar way. Let us prove that

$$
\lim _{n \rightarrow \infty}\left(\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}}+\ldots+\frac{a_{n}}{10^{n}}\right)=\omega .
$$

Here the variable increases but remains all the time less than $\frac{a_{1}+1}{10}$, consequently, it has a limit. Consider the variable

$$
\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}}+\ldots+\frac{a_{n-1}}{10^{n-1}}+\frac{a_{n}+1}{10^{n}} .
$$

It is easily seen that this variable decreases but remains greater than $\frac{a_{1}}{10}$ and, consequently, also has a limit. Since the difference

$$
\begin{aligned}
\left(\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}}+\ldots+\frac{a_{n-1}}{10^{n-1}}\right. & \left.+\frac{a_{n}+1}{10^{n}}\right)- \\
& -\left(\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}}+\ldots+\frac{a_{n}}{10^{n}}\right)=\frac{1}{10^{n}}
\end{aligned}
$$

tends to zero as $n \rightarrow \infty$, both of these variables tend to one and the same limit, which, by virtue of the inequalities

$$
\begin{aligned}
\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}}+\ldots+\frac{a_{n}}{10^{n}} \leqslant \omega< & \frac{a_{1}}{10}+ \\
& +\frac{a_{2}}{10^{2}}+\ldots+\frac{a_{n-1}}{10^{n-1}}+\frac{a_{n}+1}{10^{n}},
\end{aligned}
$$

will be equal to $\omega$.
$3^{\circ}$ If the fraction is finite, then, there is no doubt, it is equal to a rational number. Let us pass over to the case
of periodicity. In this case we have

$$
\begin{aligned}
& \omega=\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}}+\ldots+\frac{a_{n}}{10^{n}}+ \\
&+\frac{1}{10^{n}}\left(\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}}+\ldots+\frac{a_{n}}{10^{n}}\right)+ \\
&+\frac{1}{10^{2 n}}\left(\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}}+\ldots+\frac{a_{n}}{10^{n}}\right)+\ldots= \\
&=\left(\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}}+\ldots+\frac{a_{n}}{10^{n}}\right)\left(1+\frac{1}{10^{n}}+\frac{1}{10^{2 n}}+\ldots\right)= \\
&=\left(\frac{a_{1}}{10}+\frac{a_{2}}{10^{2}}+\ldots+\frac{a_{n}}{10^{n}}\right) \frac{1}{1-\frac{1}{10^{n}}}= \\
&=\frac{a_{1} 10^{n-1}+a_{2} 10^{n-2}+\ldots+a_{n-1} 10+a_{n}}{10^{n}-1}
\end{aligned}
$$

i.e. $\omega$ is a rational number.

Likewise we make sure that a mixed periodic fraction (i.e. such a fraction whose period begins not with $a_{1}$, but later) will also be rational.

Making use of some arithmetic reasons, we can prove the converse; namely, if a number is rational, then its expansion into a decimal fraction will necessarily be either finite, or periodic (purely periodie, or mixed periodic).

Thus, every non-periodic infinite fraction necessarily yields an irrational number.
25. Suppose $\omega$ is rational, i.e. $\omega=\frac{Z}{N}$, where $Z$ and $N$ are whole numbers.

We have

$$
\frac{Z}{N}=\frac{1}{l}+\frac{1}{l^{4}}+\frac{1}{l^{\theta}}+\ldots+\frac{1}{l^{n^{2}}}+\frac{1}{l^{(n+1)^{2}}}+\frac{1}{l^{(n+2)^{2}}}+\ldots .
$$

Let us multiply both members of the equality by $l^{n^{2}} N$ and transpose the first $n$ terms from the right to the left.

We get

$$
\begin{aligned}
Z l^{n^{2}}-N\left(l^{n 2-1}+l^{n^{2}-4}\right. & +\ldots+l^{\left.n^{2-(n-1)^{2}}+1\right)}= \\
& =N\left\{\frac{1}{l^{2 n+1}}+\frac{1}{l^{2 n+4}}+\frac{1}{l^{6 n+9}}+\ldots\right\} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \left|Z l^{n^{2}}-N\left(l^{n^{2}-1}+l^{n^{2-4}}+\ldots+1\right)\right|< \\
& \quad<N\left\{\frac{1}{l^{2 n+1}}+\frac{1}{l^{2(2 n+1)}}+\frac{1}{l^{3(2 n+1)}}+\cdots\right\}=N \frac{\frac{1}{l^{2 n+1}}}{1-\frac{1}{l^{2 n+1}}}
\end{aligned}
$$

And so

$$
\left|Z l^{n^{2}}-N\left(l^{n^{2}-1}+l^{n^{2}-4}+\ldots+1\right)\right|<N \frac{1}{l^{2 n+1}-1}
$$

If $n$ is taken sufficiently large, then the right member can be made infinitely small, whereas the left member is an integer not equal to zero.
$2^{\circ}$ Proved as $1^{\circ}$.
26. We have

$$
e=2+\frac{1}{2!}+\frac{1}{3!}+\ldots+\frac{1}{n!}+\frac{1}{(n+1)!}+\ldots .
$$

Put

$$
e=\frac{Z}{N}
$$

(where $Z$ and $N$ are positive integers).
Then

$$
\frac{Z}{N}=2+\frac{1}{2!}+\frac{1}{3!}+\ldots+\frac{1}{N!}+\frac{1}{(N+1)!}+\ldots
$$

or

$$
\begin{aligned}
Z(N-1)!-\left(2+\frac{1}{2!}+\frac{1}{3!}\right. & \left.+\ldots+\frac{1}{N!}\right) N!= \\
& =\frac{1}{N+1}+\frac{1}{(N+1)(N+2)}+\ldots .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \left|Z(N-1)!-\left(2+\frac{1}{2!}+\frac{1}{3!}+\ldots+\frac{1}{N!}\right) N!\right|< \\
& \quad<\frac{1}{N+1}+\frac{1}{(N+1)^{2}}+\frac{1}{(N+1)^{3}}+\ldots=\frac{1}{N},
\end{aligned}
$$

which is impossible, since on the right we have a regular fraction, and on the left a whole number not equal to zero. Thus, $e$ is an irrational number. If $e$ is represented as a decimal fraction, then it will be an infinite non-periodic fraction. Given below is a value of $e$ accurate to 2500 decimal places.
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Let us also give the logarithm of this number to base 10 accurate to 282 decimal places.

$$
\begin{aligned}
& \log _{10} e=0.4342944819032518276511289 \\
& 1891660508229439700580366 \\
& 6566114453783165864649208 \\
& 8707747292249493384317483 \\
& 1870610674476630373364167 \\
& 9287158963906569221064662 \\
& 8122658521270865686703295 \\
& 9337086965882668833116360 \\
& 7738490514284434866676864 \\
& 6586085135561482123487653 \\
& 4354343573172474804905993 \\
& 5535305
\end{aligned}
$$

27. It is easily seen, that if $l_{k}$ (beginning with some $k$ ) are all equal to one another, then we deal with an infinitely decreasing geometric progression, and $\omega$ is rational indeed. It remains to prove that if such circumstance (equality of all $l_{k}$ beginning with some $k$ ) does not take place, then $\omega$ is irrational. It can be proved in the same way as in Problem 25.
28. Let us prove that the variable $u_{n}$ decreases, i.e. that $u_{n+1}<u_{n}$. We have

$$
u_{n+1}=1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n}+\frac{1}{n+1}-\log (n+1) .
$$

Hence
$u_{n+1}-u_{n}=\frac{1}{n+1}-\log (n+1)+\log n=\frac{1}{n+1}-\log \left(1+\frac{1}{n}\right)$.
Consider the variable

$$
v_{n}=\left(1+\frac{1}{n}\right)^{n+1}
$$

and prove that it decreases, i.e. that $v_{n+1}<v_{n}$ or that

$$
\left(1+\frac{1}{n+1}\right)^{n+2}<\left(1+\frac{1}{n}\right)^{n+1}
$$

i.e. show that

$$
\left(1+\frac{1}{n}\right)^{\frac{n+1}{n+2}}>1+\frac{1}{n+1}
$$

We have $(1+\alpha)^{\frac{m}{n}}>1+\alpha \frac{m}{n}$ (see Problem 40, $1^{\circ}$, Sec. 8).

Replacing here $\alpha$ by $\frac{1}{n}$, and $\frac{m}{n}$ by $\frac{n+1}{n+2}$, we find

$$
\left(1+\frac{1}{n}\right)^{\frac{n+1}{n+2}}>1+\frac{1}{n} \frac{(n+1)}{(n+2)} .
$$

But

$$
1+\frac{n+1}{n(n+2)}>1+\frac{1}{n+1}
$$

And so, the variable $v_{n}=\left(1+\frac{1}{n}\right)^{n+1}$ decreases. Let us show that

$$
\lim _{n \rightarrow \infty}\left(1+\frac{1}{n}\right)^{n+1}=e .
$$

We have

$$
\left(1+\frac{1}{n}\right)^{n}=\frac{\left(1+\frac{1}{n}\right)^{n+1}}{\left(1+\frac{1}{n}\right)}
$$

But $\lim _{n \rightarrow \infty}\left(1+\frac{1}{n}\right)^{n}=e, \lim _{n \rightarrow \infty}\left(1+\frac{1}{n}\right)=1$. Thus, indeed $\lim _{n \rightarrow \infty}\left(1+\frac{1}{n}\right)^{n+1}=e$ and consequently

$$
\left(1+\frac{1}{n}\right)^{n+1}>e
$$

Therefore $(n+1) \log \left(1+\frac{1}{n}\right)>1, \log \left(1+\frac{1}{n}\right)>\frac{1}{n+1}$, and

$$
u_{n+1}-u_{n}<0,
$$

and the variable $\cdot u_{n}$ is a decreasing one.
On the other hand,

$$
\begin{aligned}
u_{n}=1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n}-\log n & >\log (n+1)- \\
& -\log n>\log \left(1+\frac{1}{n}\right)>0 .
\end{aligned}
$$

Since the variable $u_{n}$ decreases but remains greater than zero, it has a limit. Let us denote this limit by $C$.

$$
C=\lim \left\{1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n}-\log n\right\} .
$$

$C$ is called Euler's constant. Let us give the value of this constant accurate to 263 decimal places.

$$
\begin{aligned}
& C=0.5772156649015328606065120 \\
& 9008240243104215933593992 \\
& \begin{array}{lllll}
35988 & 05767 & 23488 & 48677 & 26777
\end{array} \\
& 66467 \quad 0936947063 \quad 2917467495 \\
& 1463144724980708248096050 \\
& 4014486542836224173997644 \\
& \begin{array}{llllll}
92353 & 62535 & 00333 & 74293 & 73377
\end{array} \\
& 3767394279259525824709491 \\
& 6008735203948165670853233 \\
& \begin{array}{lllll}
15177 & 66115 & 28621 & 19950 & 15079
\end{array} \\
& 8479374508569
\end{aligned}
$$

29. We have

$$
\begin{aligned}
& \sin x=2 \sin \frac{x}{2} \cos \frac{x}{2}, \\
& \sin \frac{x}{2}=2 \sin \frac{x}{2^{\prime}} \cos \frac{x}{2^{2}}, \\
& \sin \frac{x}{2^{2}}=2 \sin \frac{x}{2^{3}} \cos \frac{x}{2^{3}}, \\
& \cdots \cdots \cdots \cdots \cdots \cdots \\
& \sin \frac{x}{2^{n-1}}=2 \sin \frac{x}{2^{n}} \cos \frac{x}{2^{n}} .
\end{aligned}
$$

Multiplying these equalities, we find

$$
\sin x=2^{n} \sin \frac{x}{2^{n}} \cos \frac{x}{2} \cos \frac{x}{2^{2}} \cos \frac{x}{2^{3}} \ldots \cos \frac{x}{2^{n}} .
$$

Then

$$
\frac{2^{n} \sin \frac{x}{2^{n}}}{\sin x}=\frac{1}{\cos \frac{x}{2} \cos \frac{x}{2^{2}} \cos \frac{x}{2^{3}} \ldots \cos \frac{x}{2^{n}}} .
$$

We have

$$
\lim _{n \rightarrow \infty} 2^{n} \sin \frac{x}{2^{n}}=\lim \frac{\sin \frac{x}{2^{n}}}{\frac{x}{2^{n}}} x=x .
$$

Put
$\lim _{n \rightarrow \infty}\left(\cos \frac{x}{2} \cos \frac{x}{2^{2}} \cos \frac{x}{2^{3}} \ldots \cos \frac{x}{2^{n}}\right)=$

$$
=\cos \frac{x}{2} \cos \frac{x}{2^{2}} \cos \frac{x}{2^{3}} \ldots
$$

Then we have

$$
\frac{x}{\sin x}=\cos \frac{x}{2} \cos \frac{x}{2^{2}} \cos \frac{x}{2^{3}} \ldots .
$$

Putting here $x=\frac{\pi}{2}$, we find the required formula. The number $\pi$, like $e$, is irrational and, consequently, cannot be expressed by a finite or periodic decimal fraction. Given below is the value of $\pi$ accurate to 2035 decimal places.
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[^0]:    * In this section the letters $a, b, c, p, q$ and other constants in the equations denote real numbers.

